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Abstract— We propose a survivable SDM optical network 

architecture that adopts dedicated path protection and 

spatially-jointed flexible waveband routing. With a proposed 

heuristics-based design algorithm that considers the limited 

number of flexible wavebands, we can achieve almost identical 

routing performance to conventional optical networks while 

reducing the hardware cost. Numerical simulations on several 

topologies elucidate that the number of flexible wavebands, 

equals to the degree of WSSs in the spatially-jointed switching 

mode, can be small. The total number of necessary WSSs is 

successfully reduced by 75%/91% relative to conventional SDM 

networks with core-wise/spatially-jointed switching nodes.  

Keywords—Flexible waveband routing, Spatially-jointed 

switching, Spatial-division multiplexing, Node architecture 

I. INTRODUCTION 

 The standardization of the ITU-T flexible grid [1-3] and 
the following development of bandwidth-variable devices 
have enabled substantial channel capacity enhancements up to 
400+Gbps. However, the continuous explosive traffic growth 
[4,5], accelerated by the outbreak of the Corona virus [5], 
exceeds recent optical fiber capacity enhancements which are 
approaching the theoretical limit [6]. Increasing the number of 
optical fibers on each link and using them in parallel will cope 
with explosion in traffic growth. Parallelism has been 
explicitly introduced with the recently developed spatial-
division multiplexing (SDM) networks using multi-
core/multi-mode fibers [7]; however we need to manage the 
multitude of cores/modes in each network. Thus the 
scalability of optical cross-connects (OXCs) to efficiently 
accommodate more fibers/cores/modes is a crucial issue. 
Conventional OXC nodes need wavelength selective switches 
(WSSs), whose degrees are equal to or higher than OXC port 
count and the number of WSSs used in an OXC is equal to its 
port count. Extremely high port count OXCs (100×100~) can 
be realized in theory, however massive interconnections 
between WSSs will be needed and the number of WSSs used 

will be greatly increased if we cascade WSSs (all of which 
have limited port counts) to fulfill the port count requirement. 

As the number of paths will increase while the network 
topologies remain static, more paths will be routed together at 
each node. We proposed an OXC node architecture [8] that 
adopts a two-stage routing scheme; optical paths are bundled 
and routed as groups (flexible wavebands). Different from the 
conventional path hierarchy, any path group can form a 
flexible waveband regardless of center frequencies and 
bandwidths of paths. The path bundling operations are done 
by low port count WSSs acting as flexible demultiplexers. 
This OXC node architecture has been further improved to 
support SDM (spatial-division-multiplexing) realized using 
multi-core fibers (MCFs) with M uncoupled cores [9]. Greater 
cost-effectiveness and throughput were realized with the 
introduction of spatially-jointed switching; signals of multiple 
cores are switched together by a joint-switching WSS. A 
hardware scale analysis elucidated that the estimated OXC 
cost is reduced by over 50% for 4×4 and 21 core / MCF 
configuration [10]. Transmission experiments showed an 
OXC prototype with this configuration achieved the 
throughput of 2.15Pbps [11].  

 Survivability is one of the crucial goals of optical networks 
as they play a key role in our ICT society. Dedicated/shared 
path protection and restoration are simple but effective 
schemes to guarantee survivability [12,13]. Extensive studies 
have been done on conventional optical networks with path 
granularity switching [14-19]. On the other hand, reducing the 
hardware scale of optical nodes often relies on flexibility in 
the setting of routes for paths. Path routing is performed so 
that as many paths as possible go through the same or similar 
routes. Thus paths in an input core/fiber of a node tend to be 
routed to just a few output cores/fibers; multiple paths will be 
routed together as a bundle. Several optical network 
architectures with bundled path routing have been proposed 
so far; hierarchical optical path networks that introduce 
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waveband routing [20-22], grouped routing networks [23,24], 
and fiber granular switching networks [25,26]. Our spatially-
jointed flexible waveband routing nodes also take advantage 
of this strategy to realize substantial hardware scale reduction; 
however their flexible path grouping differentiate them from 
the other networks. The introduction of protection deteriorates 
the flexibility in routing; working and backup paths cannot 
share any node/link except for their end nodes. Therefore, we 
have to evaluate the performance degradation caused by route 
exclusion and confirm whether cost-effective nodes can 
achieve sufficiently high routing performance or not.  

Motivated by  the need for cost-effective implementation 
of resiliency to SDM optical networks, we propose  survivable 
optical networks that adopt dedicated path protection and 
spatially-jointed flexible waveband routing. A design 
algorithm is developed for the proposed networks. Then, 
numerical simulations on several topologies confirm that the 
necessary number of flexible wavebands, which represents the 
trade-off between hardware scale and routing performance, 
will be still sufficiently small. The number of MCFs installed 
in a network to accommodate given path setup requests is 
adopted as a general metric for evaluating the routing 
performance of nodes. Spatially-jointed flexible waveband 
routing nodes successfully suppress the metric increment 
relative to conventional nodes, which need many WSSs, to 2%. 
The results also show that the spatially-jointed flexible 
waveband nodes reduce the total number of necessary WSSs 
in a network by 75%/91% relative to two different 
conventional nodes: core-wise switching nodes [27] and 
spatially-jointed switching nodes [7,28].  

II. PRELIMINARIES 

A. Assumptions 

This paper assumes transparent optical path networks that 
adopt the ITU-T flexible grid [1]. The channel center 
frequency is on a grid with interval of 6.25GHz, and the 
frequency bandwidth is an integral multiple of 12.5GHz. 
Hereafter, the 12.5GHz width frequency assignment unit is 
called a frequency slot. Dedicated path protection is 
introduced for survivability; a pair of working and backup 
paths that share only their edges are established for each path 
setup request. Distance-adaptive modulation is not assumed; 
i.e. the modulation format will be common for paths of the 
same capacity regardless of their length. Neither wavelength 
conversion nor 3R regeneration is used. 

Each link of a network consists of multi-core fibers 
(MCFs), either uncoupled M cores or M parallel single-mode 
fibers (SMFs), to represent optical transport with spatial 

 
Fig. 1 Restriction of route selection by path protection. 
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Fig. 3 Path bundling and routing for a MCF.  
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regular parallelism. We refer to such networks as MCF 
networks to distinguish them from conventional optical 
networks with SMF links. The following discussion is valid 
for spatial super-channels over multiple cores; however we 
restrict our attention to conventional channels/paths, which 
are accommodated in one of the cores for notational simplicity.  

The survivability requested is achieved by the introduction 
of dedicated path protection. The route redundancy often 
restricts the flexibility in route selection (see Fig. 1). The 
routing performance of node architectures shown in Sec.II.B 
under the restriction will be compared using green-field 
design; networks are built from scratch to accommodate a 
given set of path setup requests. The number of fibers 
necessary is the primary performance evaluation metric and 
the hardware scale is the secondary metric. 

B. Spatially-Jointed Flexible Waveband Routing Optical 

Node Architecture 

 Figure 2 shows express parts of optical nodes discussed in  
this paper. Common path-granular add/drop portions are 
assumed for all node architectures and hence omitted from Fig. 
2. The add/drop portions are responsible for path insertion and 
termination along with power equalization among the multiple 
cores. A conventional WSS-based OXC node for SMF 
networks (Fig. 2(a)) assigns a WSS to each input/output SMF. 
Drawing an analogy to the conventional node, a node with 
spatially-jointed switching (JS) has been proposed for MCF 
networks (Fig. 2(b)) [7,28]. A 1 × (�� − 1) WSS is used as 
a 1 × (� − 1) JS-WSS for M-core joint-switching. Sharing 
the same JS-WSS by M cores makes the node more cost-
effective than the conventional approach. An another node for 
MCF networks is shown in Fig. 2(c). This node consists of a 
set of small WSS-based OXCs; each of which is assigned  to 
a different core. Routing performance was shown to almost 
match that the conventional WSS-based alternative [27].  

Figure 2(d) shows the architecture that adopts spatially-
jointed path grouping at JS-WSSs, followed by bundled path 
switching at distribute-&-coupling (DC) switches. Any 
combinations of paths can be grouped through appropriate 
WSS control; however, the switching must be common to all 
cores for each input MCF. We refer the bundled paths as 
flexible wavebands. Figure 3 describes an example of path 
bundling and routing. The frequency domains in all cores are 
commonly sliced by spatially-jointed switching and then each 
slice, a flexible waveband, is independently routed to the same 
core of an arbitrary selected output MCF. By taking advantage 
of the flexibility in route selection in mesh networks, paths to 

be similarly routed are accommodated to the same fiber. Then 
the number of wavebands, 	,  for each core can be small. 
Indeed, it has been shown that routing performance almost 
identical to the core-wise switching node (see Fig.2(c)) can be 
achieved with 	 = 3  [11]. However, equivalent routing 
performance for path-protected cases, which often 
significantly restricts the flexibility in route selection, has not 
been verified to date.  

 Hardware scale analysis in terms of the numbers of WSSs 
and DC switches necessary is shown in Table 1. The degree 
of WSSs/JS-WSSs is assumed to be 1 × (�
 − 1)/1 × (
 −
1) as the degrees of WSSs and nodes can be different. The 
WSS cascading will be necessary if �
 − 1 < �  and 
 −
1 < �  respectively for core-wise switching and  spatially-
jointed switching as necessary WSS degrees depend on the 
number of fibers connected to the nodes. On the other hands, 
the number of wavebands, 	, is generally small and satisfies 
�
 − 1 ≥ 
 − 1 ≥ 	, and hence, no WSS cascading is not 
assumed for the proposed. 

III.  DESIGN OF SURVIVABLE SDM NETWORKS THAT ADOPT 

SPATIALLY-JOINTED FLEXIBLE WAVEBAND ROUTING 

 In optical networks that adopt flexible waveband routing, 
path routing must be carefully handled as each input fiber is 
bounded in terms of the number of wavebands. Even for 
conventional fix-grid optical networks, the calculation of 
optimal assignment of route and wavelength is NP-complete. 
Thus the introduction of flexible grid and path grouping for 
the proposed node make the optimal routing and spectrum 
assignment extremely hard. A heuristics-based network 
design algorithm is proposed in this section that keeps the 
number of flexible wavebands, B, to a relatively small number 
even though the dedicated path protection reduces the room 
for route selection of paths.  

For a path whose source and destination nodes, route, and 
frequency slot set are s, d, r, � respectively, we let w(s, d, r, �) 
be the weighted sum of the number of hops h, that of newly 
established fibers f, and that of wavebands in which nodes are 
newly reserved g ; w(s, d, r, �) = αh + βf + γg . The 
weighting values α, β, γ should be determined to satisfy β >
max{α, γ}, since fiber increment must be avoided as much as 
possible. The design algorithm is summarized below.  

<Design Algorithm of Path-Protected Flexible Waveband 

Routing Optical Networks > 

 Step 1. For each node pair (s, d) , find a set of route 

candidates R(s, d)  from s  to d  by the k-shortest route 

Table 1.  Numbers of devices necessary for a N×N (M-core MCF) / 
MN×MN (SMF) OXC with different node architectures [9]. 

 

Table 2. Parameters of network topologies. 
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algorithm. For each route candidate,  $% ∈ R(s, d), remove 

all links and intermediate nodes of $%   from the given 

topology. Find the shortest route $%'   on the residual 

topology by Dijkstra’s algorithm. If found, let ($% , $%') be a 

route pair candidate. Let the set of all route pair candidates 

found for (s, d) be P(s, d). Sort all route pair candidates in 

P(s, d) in ascending order of the distance metric (total hop 

counts or length).  

 Step 2. In descending order of distance metric between 

source and destination node pairs, sequentially 

accommodate path establishment requests between node 

pairs. For each path accommodation, calculate 

w(s, d, r) , �)) +  w(s, d, r* , �*), where s and d are source 

and destination nodes, respectively, (r) , r*) ∈ P(s, d) is a 

route candidate pair, and (�) , �*) is a pair of frequency slot 

sets to be occupied by the path pair. Select the route pair 

minimizing w(s, d, r) , �)) +  w(s, d, r* , �*)  and use the 

pair to establish a pair of working and backup paths. Install 

new fiber whenever necessary for path establishment. 

IV. ROUTING PERFORMANCE EVALUATIONS 

 In order to verify the routing performance of the spatially-
jointed flexible waveband routing nodes for path-protected 
scenarios, comparisons with the other nodes in Sec.II.B are 
performed below. The available frequency bandwidth is set to 
4.4THz (=352 × 12.5GHz-width frequency slots) in the C-
band. Traffic demand is given by a set of optical path setup 
demands whose source and destination nodes are selected 
randomly following a uniform distribution. The intensity of 
traffic is represented by the average number of optical paths 
between each node pair. Optical path capacities are equally  
selected from 100Gbps, 400Gbps, and 1Tbps occupying 4, 7 
[29], and 15 [30] slots; i.e. each capacity is assigned with the 
probability of 1/3.  

The benchmarking alternative is the conventional core-
wise switching shown in Fig. 2(c) as its routing performance 
is comparable to that of the conventional route-&-select node 
and is slightly better than that of the spatially-jointed 
switching node [9].  For each pair of traffic intensity value and 
node architecture, the number of fibers in the network is 
calculated 10 times and the results are averaged. In addition to 
a 5×5 regular mesh topology, two real topologies are 
examined; Pan-European network [31] and USA (USNET) 
[32] which, respectively, consist of 19 nodes/37 links and 24 
nodes/43 links. (see Fig.4 and Table 2). Considering the recent 
development of MCFs whose diameters are compatible to 
existing SMFs, the number of cores per fiber is set to M=4, 7 
[33,34].  

 Figure 5 shows the results for networks whose links use 4-
core MCFs. The fiber number increment relative to core-wise 
switching MCF networks is less than +25% for all topologies 
when the number of wavebands, B, is set to 2. As B increases, 
the gap between conventional core-wise switching and 
spatially-jointed flexible waveband routing MCF networks 
decreases. Figure 6 shows the dependency of relative number 
of 4-core MCFs on B for two cases, where the average 
numbers of paths for each node pair are 20 and 40. Slight 
performance degradation relative to the 5×5 mesh network is 
observed for Pan-European and USNET which might be due 
to the larger variation in node degree. However, the 
performance for B=3,4,9 is still equivalent to the conventional 
with core-wise switching. The fiber number increment at the 
highest traffic volume case is less than +0.6% for all 
topologies when B is set to 3. These results elucidate that 
spatially-jointed flexible waveband routing nodes achieve 
almost identical routing performance to conventional nodes 
while keeping the degree of JS-WSSs relatively small.  

 
Fig. 4 Network topologies. 

 

 
(a) 5×5 regular mesh 

 
(b) Pan-European 

 
(c) USNET 

Fig. 5 Variations of number of 4-core MCFs relative to core-wise 

switching networks. 
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 Figure 7 compares the number of MCFs relative to that of 
conventional without path protection. The number of 
wavebands, B, is set to 4. The ratios for conventional and 
proposed with protection are less than 2 when the traffic 
intensity is minimum as the capacity of MCF networks is large 
enough to accommodate all working and backup paths even 
when each link consists of a single MCF. The ratios slowly 
increase to 2+ due to the doubled number of paths and the 
possible detouring of backup paths. However the ratios 
saturate in the high traffic intensity area which shows that B=4 
will realize almost ideal routing performance in the 5×5 
regular mesh. The same trends were observed in the other 
topologies.  

 Figure 8 shows, for the 5×5 regular mesh, the variation of 
relative number of 7-core MCFs. Although the fiber capacity 
was enhanced, similar trend was observed. Spatially-jointed 
flexible waveband routing is still efficient for the path 
protected case if waveband number 	 ≥ 3. 

 The relative number of WSSs necessary at the highest  
traffic intensity on each topology is shown in Fig. 9. The 
number for spatially-jointed switching node is also shown in 
this figure. The number of MCF cores is set to 4, and 1×20 
WSSs/4-core 1×4 JS-WSSs are assumed. The number of 
wavebands, B, is set to 4. While the spatially-jointed flexible 
waveband routing node needs only one WSS for each MCF, 
the core-wise switching node needs one WSS for each core of 
the MCF. Thus the ratio between these two nodes will be 
determined by the number of cores. On the other hand, the JS-
WSSs have small degree as the degree of the original WSS is 
divided by the number of cores of the MCF. For the spatially-
jointed switching nodes, WSSs are inevitably cascaded to 
fulfill the port-count requirement, and hence, it needs more 
WSSs than the core-wise switching nodes. Although the 
spatially-jointed flexible waveband routing nodes only need 
relatively small port count JS-WSSs, they need DC space 
switches for waveband routing; however, DC space switches 
can be cost-effectively implemented with planar-lightwave-
circuit technologies or silicon-photonics technologies [35,36]. 
For all topologies, the reduction ratio reaches 75% (relative to 
core-wise switching nodes) and 91% (relative to spatially-
jointed switching nodes).  

V. CONCLUSIONS 

A SDM optical network architecture that assures 
survivability was proposed; it adopts dedicated path 
protection and spatially-jointed flexible waveband routing. A 
heuristics-based design algorithm was also proposed to reduce 
the fiber number and limit the number of flexible wavebands 
needed as well. Numerical simulations on several topologies 
showed that it almost matches the routing performance of 
conventional optical networks. The necessary number of 
flexible wavebands to achieve the performance was 
sufficiently small, and hence, the degree of WSSs in the 
spatially-jointed switching mode will be small. As a result, the 
hardware scale, total number of WSSs in a network, was 
successfully  reduced by 75%/91% relative to conventional 
core-wise/spatially-jointed switching nodes.  

 

 
(a) Average # of paths between each node pair = 20 

 
(b) Average # of paths between each node pair = 40 

Fig. 6 Dependency of relative number of 4-core MCFs on number of 
wavebands B on 5×5 regular mesh. 

 
Fig. 7 Variations of number of 4-core MCFs on 5×5 regular mesh relative 

to core-wise switching networks w/o protection (B=4). 

 
Fig. 8 Variations of number of 7-core MCFs on 5×5 regular mesh 

relative to core-wise switching networks. 

 
Fig. 9 Number of 1×20 WSSs/4 –core 1×4 JS-WSSs necessary at the 

highest traffic intensity relative to that of core-wise switching networks. 
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