
Incremental Planning of Multi-layer 

Elastic Optical Networks 
 

P. Papanikolaou, K. Christodoulopoulos, and E. Varvarigos 

School of Electrical and Computer Engineering, National Technical University of Athens, Greece 
 Emails: {ppapanikola, kchristo, vmanos}@mail.ntua.gr 

 

 
Abstract— Traditionally, network upgrade cycles are long 

and performed independently for the IP edges and the optical 

transport layers. The traffic in metro and core networks is 

forecasted to grow in volume but also in dynamicity and the 

network operators face the challenge of shorter upgrades, 

influencing the cost efficiency and suppressing the return of 

investment. Thus, it is imminent to adopt a multi-period 

network planning approach and account jointly for the upgrade 

of the optical but also the IP edges of the network. In this work 

we formulate the problem of the incremental joint multi-layer 

planning of an IP over elastic optical network (EON) and 

propose an ILP formulation to solve it. Our objective is to 

deploy in a period the minimum additional network resources 

to cope with the changed traffic (CapEx) from the previous 

period, but also to minimize the changes for the transition 

between the two periods (OpEx). Simulation results based on 

realistic network scenarios validate the proposed planning 

approach. 

 
Index Terms—Elastic optical networks; incremental capacity 

planning; joint multi-layer network planning. 

 

I. INTRODUCTION 

We are witnessing a significant change in Internet usage 

with multimedia traffic, mainly video, and cloud services, 

occupying the major share of the available capacity. These 

services have a high peak-to-average ratio, and exhibit quite 

dynamic changes with respect to time and location [1]. Future 

5G networks will engender a wide range of new services with 

extreme requirements, such as ultrahigh-definition video 

streaming, augmented and virtual reality, cloud gaming, smart 

homes, etc. For the evolution toward 5G, it is envisioned that 

optical networking will play a major role in supporting the 

requirements, while reducing the deployment costs [2]. 

According to the conventional approach, optical transport 

networks have long upgrade cycles. In order to ensure that the 

resulting network design can cope with future traffic until the 

next upgrade cycle, the capacity is overprovisioned with some 

forecast. Nevertheless, these forecasts fail to capture traffic 

dynamicity and changes that heavily influence cost efficiency 

(equipment cost decrease due to technology maturation). 

Moreover, another factor that contributes to overprovisioning 

is that the optical network and the IP edges are upgraded 

independently. Capacity overprovisioning, results in 

underutilized equipment and unnecessary investments for 

long periods of the network lifecycle. 

To meet the increasing and more dynamic traffic 

requirements telecom operators are facing the problem of 

shorter upgrade cycles which suppress the return of 

investment (ROI). The introduction of Elastic Optical 

Networks (EON) and bandwidth variable transponders 

(BVT), enable a re-configurable optical network [3]. 

Combining EON with the IP layer re-configurability can 

facilitate a pay-as-you-grow approach, where few equipment 

is installed and continuously re-optimized and upgraded in 

shorter cycles. However, this has to be done in a coordinated 

manner for both IP and optical segments. 

Multi-layer network optimization [4 - 6] and multi-period 

network planning [7 - 11] have been active research subjects 

in the last few years. Design algorithms for IP over (elastic or 

fixed) optical networks have received a great deal of attention. 

In [4] the authors highlight the fundamental role played by the 

design process in optimizing the base IP topology and 

introduce router bypass that leads to significant cost savings. 

In order to reduce the aggregation level of the incoming flows 

the authors in [5] exploit the EON technology’s finer 

granularity to allow grooming at the optical layer. Taking 

advantage of that, they propose a new architecture to design 

national IP/MPLS networks interconnected through an EON 

core. The authors in [6] examine the planning problem of a 

multi-layer IP over EON from the perspective of CapEx 

minimization taking into account modular IP/MPLS routers 

at the optical network edges along with BVTs. 

Multi-period planning is an eminent approach to obtain 

cost optimization for transport networks in a long term time 

frame. There are two approaches for multi-period planning, 

(i) global optimization assuming knowledge of the traffic for 

all periods [7 - 8], or (ii) incremental planning [9 - 11]. 

Authors in [7] incorporate multi-layer and multi-period 

planning in a single optimization step. In their attempt to 

study the migration scenario from a networking point of view, 

authors in [8] propose a single-layer ILP model. Multi-period 

planning is used to study the migration from 10G to 40G 

services and investigate the optimal deployment channel mix 

as a function of the reach and equipment prices. 

To quantify the degree of traffic dynamics and growth that 

justify the higher initial investment in (flex-rate) BVT 

technology the authors in [9] propose an ILP model. This 

model performs multi-period analysis that accounts for the 

requirements for hardware provisioning in multiple periods 

with increasing traffic. In order to achieve savings compared 

to current provisioning practice with End-of-Life physical 

layer margins, the authors in [10] present an algorithm that 

provisions lightpaths considering the actual physical 

performance and use it in a multi-period planning scenario to 

postpone equipment deployment. In a similar concept the 

authors in [11] model the progressive ageing of the 

transmission channel and quantify the benefits of dynamically 

adjusting the BVT to the physical network quality. 



In this paper, we take an incremental planning approach for 

the joint planning of a multi-layer IP over EON network. We 

adopt an incremental approach, since traffic is becoming more 

dynamic and unpredicted with the advent of new services and 

5G technology. Thus, it seems hard to have a priori 

knowledge of the exact traffic at intermediate periods for the 

entire network lifecycle, but rather good forecasts for short-

term volume growth. Our objective is to deploy at each period 

the minimum amount of additional network resources so that 

we are able to cope with traffic changes from the previous 

period, optimizing both the capital expenditure (CapEx) of the 

equipment used and the operational expenditure (OpEx) 

associated with the changes imposed by the transition 

between the two periods. Taking into account aspects such as 

technology maturation and equipment depreciation we can 

use the developed solution to perform what-if studies and 

identify the right times for introducing new technologies and 

implementing appropriate changes on the network. 

Even though multi-layer network optimization and multi-

period network planning were extensively researched, there is 

no formal description and optimal solution of the combination 

of these planning approaches, to the best of our knowledge. 

The main novelties of this work are the following. Firstly, we 

propose an optimization model that jointly considers multi-

layer and incremental planning. Secondly, the proposed 

model introduces a penalty on the reconfiguration of existing 

lightpaths, to restrict the extent of modifications performed 

between periods. Thirdly, the problem definition and the 

proposed optimization model is quite general, can be used for 

planning of an IP over optical network with any mix or fixed 

or tunable transponders. The model takes as input realistic 

transmission specifications and considers quite accurately the 

IP layer, through a detailed model for the IP/MPLS routers 

deployed at the edges of the optical network. 

The rest of the paper is organized as follows. In Section II 

we formally state the incremental planning of a multi-layer IP 

over EON problem. Section III describes the mathematical 

formulation of the ILP model to solve the problem. 

Performance results are presented in Section IV. Our 

conclusions follow in Section V. 

II. PROBLEM STATEMENT 

In this section we describe the architecture of the multilayer 

IP over elastic optical network (EON) and define the 

incremental planning problem of such a network. 

A. IP-over-Elastic Optical Network Architecture 

We assume an EON domain that consists of optical 

switches and fiber links. The fiber links consist of SMF spans 

and EDFAs. The optical switches function as Reconfigurable 

Optical Add Drop Multiplexers (ROADMs) employing the 

flex-grid technology, and support optical connections 

(lightpaths) of one or more contiguous 12.5 GHz spectrum 

slots. Note that the solutions to be proposed will also be valid 

for fixed-grid WDM networks (50 GHz wavelengths), which 

can be considered as a special and simpler case of EONs. At 

each optical switch, none, one or more IP/MPLS routers are 

connected, which comprise the edges of the optical domain. 

An IP/MPLS router is connected to the ROADM via a grey 

transceiver. Bandwidth Variable Transponders (BVTs) are 

plugged to the ROADMs to transform the client signal for 

optical long-haul transmission.  

The transponder, functioning as a transmitter, transforms 

the electrical packets coming from the IP source router to 

optical signals (E/O conversion). Then the traffic entering the 

ROADM is routed over the optical network in all-optical 

connections (lightpaths). We assume that a number of 

transmission parameters of the BVTs and the regenerators are 

under our control, affecting the rate and reach at which they 

can transmit. The lightpath passes transparently or 

translucently (if the use of regenerators is required) 

intermediate ROADM and reaches the lightpaths’ destination 

ROADM where it is dropped. Note that this can be the final 

destination or an intermediate hop in this domain. The signal 

is converted back to electrical at the transponder that 

functions as the optical receiver (O/E conversion) and the 

packets are forwarded and handled by the corresponding 

IP/MPLS router. We assume that lightpaths are bidirectional 

and thus in the above description an opposite directed 

lightpath is also installed, and the transponders act 

simultaneously as transmitters and receivers. The same 

applies to the grey transceivers and the router ports. If the 

IP/MPLS router that is reached is the final destination of the 

IP/MPLS connection in the domain, the packets are forwarded 

to the next domain. If it is an intermediate hop, the packets are 

re-routed back to the optical network, over a new lightpath 

and through possible more intermediate IP/MPLS router hops 

towards the domain destination.  

From the optimization point of view, the network consists 

of two layers, the IP (or virtual) layer and the optical (or 

physical) layer. The optical lightpaths are installed taking into 

account the physical topology, and create the virtual topology, 

on top of which the IP/MPLS connections are installed. 

B. Incremental Multi-layer Network Planning 

For considering the operation time horizon of a network, 

there are two planning approaches: (i) global and (ii) 

incremental. In this study we focus on incremental planning. 

We assume that the upgrade process of the multi-layer 

network is performed periodically and takes decision on how 

to support the traffic for the next planning period, given the 

current state of the network. So, the assumption is that this 

process is performed successively and separately for each 

period, having the knowledge of only the traffic of the next 

period and no further future knowledge.  

Traditionally, optical networks have long upgrade cycles. 

Due to the forecasts used for long periods spare capacity is 

installed, the system is utilized below its actual performance 

leading to a significant increase in network expenditures. 

Moreover, overprovisioning is also due to different cycles in 

IP and the optical layers upgrades. Since long and 

independent cycles fail to capture emerging traffic 

requirements, in this work we adopt an incremental short-

cycle multi-layer planning approach. Few equipment is 

installed at both IP and optical layers and the network is 

continuously re-optimized and upgraded.  

In the initial planning period (Period t0) both (IP and 

optical) layers are simultaneously optimized with the 

objective being the minimization of the cost. Algorithms such 

as [12], can be used for this step. Assuming a period tN the 

incremental model takes as input the new traffic and the 



previous state of the network at tN-1, including the state of the 

resources (established lightpaths and IP tunnels) and 

information about physical resources (installed/available 

equipment and its location). The optimization process jointly 

considers the previous network state and both its layers with 

the objective being the minimization of both the added 

network equipment (CapEx) and the equipment 

displacements and re-configuration between the two 

successive network states (OpEx). 

 
Fig. 1. Incremental multi-layer planning of EONs. 

As shown in Fig. 1 the proposed model exploits the 

flexibility of BVTs that can be used in numerous different 

configurations to carry client traffic. This allows an initial 

design that is scalable through the years, since it is possible to 

increase client’s port rate by increasing, when available, the 

number of optical carriers or by using higher order 

modulation formats. This would be applied in subsequent 

periods, combined possible with the addition of regenerators 

(since higher order modulation formats entail a decrease in the 

optical reach) and the possible displacement of the already 

installed ones. Additionally, network resources can be made 

available by re-optimization of the previous network state 

exploiting the IP grooming capabilities to enable spare 

capacity utilization.  

The proposed model jointly considers multi-layer and 

incremental planning, taking into account technology 

maturation and price reductions. In order to achieve cost 

savings through incremental network planning it is essential 

to adopt short network cycles, which are able to capture the 

effects of traffic dynamicity and avoid overprovisioning by 

incorporating small but frequent network updates. The 

challenge is therefore to optimize the changes made, 

minimizing the costs incurred over the entire period of the 

network lifecycle.  

III. MATHEMATICAL FORMULATION 

In the ILP model presented below multi-layer and multi-

period planning are jointly considered in a single 

optimization step. For each period both network layers are  

simultaneously optimized by taking into account the previous 

network state. The extend to which the current state will 

commit to the previous one is controlled through a parameter, 

Wd, passed as input to the model.  

We assume that the network is represented by a graph 

G(V,L), with V being the set of nodes and L the set of 

bidirectional fiber links connecting two locations. The nodes 

of the the graph correspond to the optical nodes of the network 

on which we also account for the cost of the IP/MPLS 

connected router. We are also given the traffic matrix Λ, 

where Λsd corresponds to IP demanded capacity between 

nodes (s,d). We are also given the model of the IP/MPLS 

routers (chassis and line-cards) and the transmission 

capabilities of the transponders, described in what are called 

transmission-tuples. Each tuple t represents a specific 

configuration of the transponder (rate, spectrum) and is 

related to a specific transmisison reach, taking into account a 

model for the optical physical layer (e.g. GN model [13]). The 

network designs are based on pre-calculated optical paths. In 

particular, we assume that for each 2 pair of nodes (i,j) we 

precalculate k-paths which define the set Pij.  We also assume 

that a path-transmission tuple (p,t) is feasible either if the 

transmission reach of tuple t is higher than the length of the 

path p, or by placing regenerators over the path at the node 

before quality of transmission (QoT) becomes unacceptable. 

The inputs of the problem are stated in the following: 

 The network topology represented by graph G(V,L). 

 The maximum number Z of available spectrum slots (of 

12.5 GHz) 

 The traffic described by the traffic matrix Λ. 

 A set B of the available transponders (BVTs).  

 A set T of feasible transmission tuples, which represent 

the transmission options of the available transponders, 

with tuple t=(Dt,Rt,St,Ct) indicating feasibility of 

transmision at distance Dt, with rate Rt (Gpbs), using St 

spectrum slots, for the transponder of cost Ct. Also, Tb 

represents the transmission tuples of transponder bB.  

 A set of line-cards represented by H, where a line-card 

for transponder b  B is represented by a tuple 

hb=(Nh,Ch), where Nh is the number of transponders of 

type b  that the line-card supports. 

 The IP/MPLS router cost, specified by a modular cost 

model. We assume that an IP/MPLS router consists of 

line-card chassis of cost CLCC, that suport NLCC line-cards 

each, and fabric card chassis of cost CFCC, that suport 

NFCC line-card chassis. 

 The weighting coefficient, WC, taking values between 0 

and 1. Setting 𝑊𝑐 = 1 minimizes solely the cost whereas 

setting 𝑊𝑐 ≈ 0 minimizes the maximum spectrum used. 

 The weighting coefficient, Wd, taking values between   0 

and 1. Setting Wd = 1 minimizes solely the current state 

cost ignoring the previous network state, whereas setting 

𝑊𝑑 ≈ 0  maintains the previous state lightpaths and 

minimizes any additional cost to that. 

Variables:  
p

sdf  Float variables, equal to the rate of the IP tunnel 

from IP source s to destination d that passes over a 

lightpath that uses path p. 

xpt Integer variables, equal to the number of lightpaths 

of path-transmission tuple pairs (p,t) used. 

ynh Integer variables, equal to the number of line-cards 

of type h at node n. 

qn Integer variables, equal to the number of line-card 

chassis at node n. 

on Integer variables, equal to the number of fabric-card 

chassis at node n. 

z Integer variable, equal to the maximum indexed 

spectrum slot. 

θnb Integer variables, equal to the number of utilized 

transponders of type b at node n. 



vnb Integer variables, equal to the number of deployed 

transponders of type b at node n. 

dpt Integer variables, equal to the number of removed 

(p,t) tuples from the previous state. 

c Float variable, equal to the cost of network 

equipment. 

Constants:  
p

sdF   Integer constants, equal to the IP traffic of end-

nodes s to d that is transferred over optical path p in 

the previous network state.  

ptX   Integer constants, equal to the number of lightpaths 

of path-transmission tuple pairs (p,t) used in the 

previous network state. 

nb
  Integer constants, equal to the number of 

transponders of type b at node n used in the previous 

network state.  

Objective: 
 min (1 )C CW c W z                           (1) 

 Cost calculation constraints: 
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 IP flow continuity constraints: 
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 Path-transmission tuple assignment constraints: 
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 Previous state constraints (optical layer): 

( )feasible p,t  

   pt pt ptd X x 
   (5) 

 Utilized transponders constraints:  
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 Deployed transponders constraints:  

, n V b B    
nb nbv              (7) 

nb nbv          (8) 

 Previous state constraints (IP layer): 
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 Maximum spectrum slot used constraints: 

(zl 
equals to the maximum indexed spectrum slot used in each 

bidirectional fiber link) 
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 Number of line-cards per node constraints: 

  ,  n V h H  

is supported by 

/nh nb h

b h

y v N 
              (11) 

 Number of line-card chassis per node constraints: 

/ ,n nh LCCh
Vq y N n          (12) 

 Number of fabric card chassis per node constraints: 

/ ,n n CHo q N n V            (13) 

The joint multi-layer planning ILP formulation presented 

above dimensions the network for normal operation. The 

algorithm creates the solution by choosing among k (pre-

calculated) optical paths Pij between optical nodes i,j. Apart 

from other variables, we assume that the solution includes 

values for IP flow variables 𝑓𝑠𝑑
𝑝

, which identify the amount of 

IP traffic of end-nodes s to d that is transferred over optical 

path p. Variables xpt may correspond to a lightpath (p,t) that 

serves transparently an end-to-end demand between the given 

source s (=i) and destination d (=j), or to a series of lightpaths 

that compose a translucent connection. The cost of the 

IP/MPLS routers is captured through variables ynh, qn and on. 

The objective is to minimize a weighted sum of the maximum 

spectrum and the cost of the equipment used in both layers 

(Eq. 1). The cost function (Eq. 2) is chosen as the weighted 

sum of the variables capturing the CapEx of the equipment 

used in both layers of the network in the current state and the 

variables representing the number of removed (p,t) path-

transmission tuples from the previous state (Eq. 6), which 

capture the OpEx associated with the transponders 

displacements or re-configurations. Constraints (3), (4) and 

(10)–(13) deal with the joint multi-layer planning problem, 

while constraints (5)–(9) address the incremental planning 

problem.  

In order to reduce the model complexity and obtain optimal 

results for realistic network sizes, the ILP only ensures that 

the maximum spectrum slot used in the network (z) is within 

the range of the available spectrum slots (Z) in Eq. (10). So in 

the above ILP model we do not perform the spectrum 

assignment. The model can be extended to jointly perform 

that, but the gains in optimization were observed to be small. 

So for simplicity and to enable to run the ILP model in large 

network instances, the spectrum assignment is performed in a 

subsequent step using a modified Hungarian method [14]. 

IV. PERFORMANCE RESULTS 

In this section we evaluate the performance of the 

incremental multilayer planning algorithm presented in 

Section III. In particular, we compare the following three 

scenarios: 

 Plan the whole network from scratch at each period, 

without taking into account the previous network state 



(denoted as J-ML). 

 Incrementally plan the network without being able to 

perform any change from the previous network state 

(denoted as Inc). This restriction applies to both IP and 

optical layers, limiting the transponder reconfiguration and 

IP grooming capabilities. 

 Incrementally plan jointly the multi-layer network to 

optimize both the added equipment (CapEx) at each period 

and the number of changes made (OpEx), using the proposed 

algorithm (Section III). We examined two scenario 

variations, by varying the parameter Wd which controls the 

ability to deviate from the previous network state: Wd=0 

(denoted as Inc-ML), and Wd =0.5 (denoted as J-Inc-ML). 

When Wd =0 (Inc-ML), the model is not able to perform any 

change in the optical layer (lightpaths) of the previous 

network state. When Wd =0.5 (J-Inc-ML) the model equally 

optimizes the CapEx of the added equipment and the OpEx 

associated with the transition changes between the two states. 

In our simulations we used the Deutsche Telekom topology 

(DT), so that the results obtained are representative of real 

networks. The traffic matrix of the DT network is realistic as 

provided by the operator (DTAG) in [15]. The traffic was 

projected from year 2016 for 10 years, with a step of 1 year, 

assuming a uniform 35% increase per year. 

TABLE I 
BANDWIDTH VARIABLE TRANSPONDERS 

 

We assume that each link of the reference networks is a 

single fiber with 360 spectrum slots of 12.5 GHz width. We 

assumed that there are available 2 types of BVTs, the first 

with maximum rate of 400 Gbps and the second of 1Tbps, the 

later was made available after year 2020. The transmissions 

configuration (tuples) of the BVTs are presented in TABLE I. 

The cost of BVTs and the cost model of IP/MPLS routers are 

based on the cost models defined by IDEALIST project [15]. 

We view an IP/MPLS router as a modular device, built out of 

(single or multi) chassis. A chassis provides a specified 

number of bi-directional slots with a nominal transmission 

speed. Into each router slot, a linecard of the corresponding 

speed can be installed. Each linecard provides a specified 

number of ports at a specified speed and occupies one slot of 

the IP/MPLS router. We assumed that for every BVT 

configuration there is an available linecard type. We also 

consider a scalable multi-chassis core router, with up to 72 

chassis, and a 16 router slot capability per chassis.  

In order to estimate accurately the incremental cost of the 

equipment used during the entire network lifecycle we have 

to consider technology maturation, which leads to 

depreciation of the equipment over time. In our study we 

assume a depreciation of 10% per year for all equipment. 

A. Capital Expenditure and spectral impact 

In this section we compare the different planning scenarios 

with respect to the cost (Fig. 2.a) and spectral resource 

utilization (Fig. 2.b). We use J-ML as benchmark for the 

comparison, since planning the network from scratch without 

taking into account the previous network state obviously leads 

to the optimum (lowest) CapEx, but it is not a realistic 

approach. The Inc technique, due to its inability to fully 

exploit the reconfigurability of the IP and optical equipment 

exhibits in all periods, the worst performance. The J-Inc-ML 

approach jointly considers multi-layer and incremental 

planning, introducing a penalty on the reconfiguration of 

existing lightpaths. By adjusting the reconfiguration penalty 

we examine the trade-off between CapEx minimization of 

equipment used in each period and OpEx associated with the 

equipment displacements and reconfigurations between the 

network states. 

(a) 

 

(b) 

 
Fig. 2. (a) Evolution of capital expenditure per period, (b) maximum spectrum 

used per period for years 2016-2026. 

More specifically, Fig. 2.a shows that J-Inc-ML achieves 

CapEx savings that range between 15% and 38% when 

compared to Inc and savings that range between 5% and 18% 

when compared to Inc-ML. The savings come from the 

limited reconfiguration capabilities of the Inc and Inc-ML at 

both or only the optical layers, respectively. Note that the 

savings increase as time advances since the bad choices made 

by Inc and Inc-ML aggregate and are not corrected as time 

advances. Moreover, the proposed J-Inc-ML solution adds 

equipment when required, taking advantage of price 

depreciations. Note that the difference between Inc and Inc-

ML is that the later allows reconfiguration at the IP layer 

(grooming). As IP-layer equipment comprises up to 70% of 

the total CapEx, savings on the IP-layer are deemed more 

significant in a multi-period perspective. Taking as reference 

the J-ML that achieves the optimal CapEx (plans the network 

from scratch without taking into account the previous state), 

we observe that the proposed J-Inc-ML solution achieves 

CapEx close to the optimal. Note that the proposed solution 

tradeoffs network equipment reconfiguration for CapEx. By 

appropriate selecting Wd parameter, we can find solutions 

with CapEx ranging from the highest achieved by the Inc 

scenario to the lowest achieved by the J-ML scenario, with a 

wide or limited network reconfiguration, respectively (as 

discussed in the next Subsection). 

Similarly to the CapEx metric, Fig. 2.b shows that the 

proposed J-Inc-ML achieves spectrum savings that range 

Capacity (Gb/s) Reach (km) Data slots cost (c.u.) Capacity (Gb/s) Reach (km) Data slots cost (c.u.)

100 2000 4 500 950 7

150 1350 4 600 800 8

200 1050 5 700 700 9

250 950 5 800 650 11

300 700 6 900 550 12

350 600 6 1000 450 14

400 450 6

1.76
2*

*available from 2020

BVT 1 BVT 2



between 9% and 29% when compared to Inc and savings that 

range between 4% and 14% when compared to Inc-ML. The 

savings are slightly lower compared to CapEx due to 

deployment of more regenerators for Inc and Inc-ML for long 

paths, which provide wavelength conversion possibilities.  

B. Lightpaths establishment analysis and cost breakdown 

In this section we focus on capturing the trade-off between 

CapEx minimization of the equipment used in the current 

state and the minimization of OpEx associated with the 

equipment displacements and reconfigurations between 

network states. Figures 3.a and b presents the number of 

reconfigured and added lightpaths per period, respectively. As 

stated, J-ML is agnostic to the previous state of the network, 

leading to the optimum CapEx achieved through an extensive 

reconfiguration of already established lightpaths. Figure 3.a 

shows that the proposed joint incremental multi-layer J-Inc-

ML approach limits the number of lightpath reconfigurations 

and establishing of new lightpaths, and consequently controls 

the corresponding OpEx. The proposed technique (J-Inc-ML) 

achieves a significant reduction, of the order of 50%, of the 

reconfiguration processes, while maintaining a relatively 

small number of added lightpaths per period, which is only 

18% larger than the one achieved by J-ML (Fig. 3.b). 

(a) 

 

(b) 

 

(c) 

 
Fig. 3. (a) Reconfiguration overhead in the optical layer for J-ML and J-Inc-

ML scenarios, (b) number of added lightpaths per period and (c) cost 

breakdown of the network for J-ML, Inc, Inc-ML and J-Inc-ML scenarios. 

No significant differences are observed in the cost 

breakdown for the three planning scenarios (Fig. 3.c), which 

is expected as uniform cost decrease is assumed for all layers. 

Only in the J-Inc-ML case an increase in the cost of the 

regenerators is depicted, which arises as a result of the 

deployment of more translucent paths that in turn result to IP 

ports reduction. What is also interesting to note for the Inc 

approach is the increased cost for the router chassis for 

medium and high traffic which comes as a result of the 

increased number of transponders (and consequently IP ports) 

that leads to the deployment of multi-chassis configurations. 

V. CONCLUSIONS 

The inevitable growth of the traffic to be transported by 

optical backbone networks, both in volume and in dynamicity 

cause tremendous pressure on network infrastructures, 

accentuating the need for planning methods that increment the 

capacity of optical networks in timely manner. In view of this, 

planning the network in an incremental multi-layer approach 

was proposed in this paper. Through an ILP formulation we 

exploit optimally the reconfigurability of BVTs and modular 

IP/MPLS router architectures, with the objective being the 

minimization of the added equipment (CapEx) at each period 

and the equipment displacements and re-configurations 

(OpEx) in two consecutive periods. We evaluated the 

performance under realistic network scenarios and verified 

that the proposed solution can tradeoff network equipment 

reconfiguration for CapEx.  
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