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Abstract—Distributed denial of service (DDoS) attacks, espe-
cially distributed reflection denial of service attacks (DRDoS),
have increased dramatically in frequency and volume in recent
years. Such attacks are possible due to the attacker’s ability
to spoof the source address of IP packets. Since the early
days of the internet, authenticating the IP source address has
remained unresolved in the real world. Although there are many
methods available to eliminate source spoofing, they are not
widely used, primarily due to a lack of economic incentives. We
propose a collaborative on-demand route-based defense technique
(CORB) to offer efficient DDoS mitigation as a paid-for-service,
and efficiently assuage reflector attacks before they reach the
reflectors and flood the victim. The technique uses scrubbing
facilities located across the internet at internet service providers
(ISPs) and internet exchange points (IXPs). By transmitting a
small amount of data based on border gateway protocol (BGP)
information from the victim to the scrubbing facilities, we can
filter out the attack without any false-positive cases. For example,
the data can be sent using DOTS, a new signaling DDoS protocol
that was standardized by the IETF. CORB filters the attack
before it is amplified by the reflector, thereby reducing the overall
cost of the attack. This provides a win-win financial situation for
the victim and the scrubbing facilities that provide the service.
We demonstrate the value of CORB by simulating a Memcached
DRDoS attack using real-life data. Our evaluation found that
deploying CORB on scrubbing facilities at approximately 40
autonomous systems blocks 90% of the attack and can reduce
the mitigation cost by 85%.

I. INTRODUCTION

Today, almost twenty years after the first large-scale dis-
tributed denial of service (DDoS) attack, DDoS attacks still
constitute one of the biggest threats to the legitimate use of the
internet [1]. The number of DDoS attacks continues to increase
due to the proliferation of Internet of Things (IoT) devices and
cloud services that are exploited for massive malicious botnets.
There is a disturbing economic system behind the flourishing
DDoS attacks. It costs less than 100$ to launch a 2Tbps attack
on the DDoS market, based on botnets as a service. An attacker
can make thousands of dollars in extortion this way, creating
a clear arbitrage [2]. The potential victims, which can be any
network on the Internet, end up having to pay a relatively
high monthly fee of 5000$ or more to hire defense facilities
for DDoS mitigation [2]. These scrubbing facilities can be
installed either on-premises, at the internet service providers
(ISPs), at internet exchange points (IXPs), or in the cloud (e.g.,
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Prolexic, Akamai, Cloudflare, and others). To cope with the
increasing size of DDoS attacks, these defense facilities race
to acquire more computing power and bandwidth that typically
remains idle waiting for a large attack to occur.

This problem has motivated a number of suggestions for
collaborative defense schemes [1], [3]-[8]. The idea is to
eliminate the imbalance and wasted resources by having
different scrubbing centers or even router capabilities working
in collaboration across networks to mitigate a single attack. We
are also seeing the standardization of signaling information
about these attacks, such as the IETF DDoS Open Threat
Signaling (DOTS) standard [9]. This information is intended
to provide real-time signaling of DDoS-related telemetry and
DDoS handling requests to assist collaboration in detecting,
classifying, and mitigating DDoS attacks.

The largest attacks observed are distributed reflection at-
tacks (DRDoS). These attacks have grown in size from 300
Gbps in 2013 to 3.47 Tbps in 2022 [10]-[20], as seen in
Figure 1. Distributed reflection denial of service (DRDoS)
attack is a specific type of DDoS. In a DRDoS attack [21],
[22], the attacker sends query packets to reflector servers
using an IP address spoofed to the victim’s, overwhelming
them with response packets. Reflectors are open servers that
are usually UDP-based services, such as DNS resolution,
memcached servers, or NTP. Reflection attacks are prevalent
because attackers can send surged queries to the reflectors that
trigger larger responses by order of magnitude, up to 50,000
[23]. Moreover, in reflector attacks, the attacker’s identity is
hidden from the victim since the traffic comes from legitimate
Sservers.

An attacker might also use carpet bombing [24], [25], a
variation of DRDoS. Instead of targeting a single destination,
the attacker attacks many addresses within a specific subnet
to choke the network.

DRDoS attacks are only feasible due to the ability to spoof
an IP address. In this context, authenticating the IP source
address remains one of the most pressing issues in combatting
internet attacks. The research community has proposed a
variety of solutions [3], [26]-[36], but almost none have been
widely adopted because there is no financial incentive for
deployment. By using these mechanisms, a network does not
protect itself from being targeted by a spoofed attack. Instead,
it acts altruistically by preventing the source from launching
an attack and helping other networks under attack.
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Fig. 1. Growth in volume of DRDoS attacks

This paper proposes a Collaborative On-Demand Route
Based (CORB) DRDoS mitigation defense scheme to combat
reflector attacks by using BGP route information. CORB is
based on several simple observations:

o Collaborative defense is necessary: To cost-effectively
deal with the increasing number of DDoS attacks over
the global internet, it is essential to collaborate and
facilitate the power to mitigate across organizations. Fi-
nancial incentives are essential to motivate collaboration,
and smart-contracts such as those used in blockchain
technologies can make payment for collaborative defense
more feasible [5].

e Attack mitigation is best performed closer to the
source, before amplification takes place: Before ampli-
fication, the volume of traffic that needs to be handled is
much smaller. In some cases, using a solution closer to
the victim can be too late because the network has already
been saturated [1]. Mitigation costs are also higher once
the attack reaches the victim because they are, in most
cases, proportional to traffic volumes. Moreover, in DR-
DoS, it is more difficult to identify the attacked packets
after amplification. This is because they are not spoofed
since they are triggered from the reflector to the victim.

« Route based mitigation is practical using BGP in-
formation: In DRDoS, packets are spoofed to appear
to originate from the victim, but their actual routing
differs from the route taken by a legitimate packet sent by
the victim. These cases can be identified by examining
the victim’s BGP information, which reveals the route
information. Because many attacks today are multi-vector
attacks, using multiple reflectors and protocols, one of
the advantages of CORB is that it addresses the root
cause to identify spoofing regardless of the protocol. We
explain this simple idea and discuss different approaches
to deploying CORB in Section III. Previous theoretical
papers have already highlighted BGP information as a
valuable resource. However, they made some unrealistic
assumptions, such as changing the BGP protocol (see
Section VI). We present a feasible and practical solution.
In CORB’s basic mode (CORB-loose), the victim’s signal

to the scrubbing facilities is merely a list of headers to
filter, where the source is the victim, and the destination
is the reflector. Based on the information derived from the
attack traffic and the victim’s BGP table, the information
is signaled in real time (e.g., through the DOTS protocol).
The technique has zero-false positives and it does not
assume anything about the characteristics of the BGP
routes, such as whether or not they are symmetric.

« Mitigation based on the source address: Mitigation
solutions are usually tailored for traffic in which the
destination address is the target of an attack. In order
to effectively mitigate an attack before reflection occurs,
mitigation solutions should target traffic whose source
address matches that of the victim. Note that this is
legally acceptable, since the victim is—or appears to
be-the owner of packets. Therefore, the mechanism is
also GDPR compliant from a privacy perspective. As
far as authentication is concerned, the same mechanism
should be applied to mitigation by source address as it
is to mitigation by destination address. Moreover, current
standard mechanisms such as BGP Flowspec [37], allow
filtering based on information such as the source address.

The remainder of the paper is organized as follows. Section
II provides an overview of the CORB architecture at a high
level. Section III examines CORB’s implementation details
in detail, demonstrating that it is both feasible and practical.
By simulating the Github Memcached attack in 2018, Section
IV illustrates how CORB can mitigate DRDoS attacks before
amplification occurs, drastically reducing network bandwidth
consumption and mitigation costs. Section V examines im-
plementation details pertaining to DOTS. Chapter VI covers
related work.

Although this work focuses on DRDoS attacks, our mech-
anism can be applied with other collaborative defense tech-
niques. As the size of the attack increases, we believe it
becomes essential to implement a collaborative solution that
offers financial incentive to mitigate DDoS attacks and deal
with this growing threat. This paper is a step towards that
goal.

II. CORB ARCHITECTURE

CORSB is designed to subdue large scale reflection attacks
by combining the mitigation and scrubbing power of different
facilities spread across the globe. The algorithm uses BGP
information from the victim to identify the attack traffic.
BGP is a standardized protocol used to exchange routing and
reachability information between autonomous systems (AS).
Each AS is a collection of networks that are defined by
prefixes and are under the control of a single administrative
operator (i.e., internet service provider or a large enterprise).
CORB takes advantage of the scrubbing capabilities of AS
networks spread across the internet, and aggregates their power
to mitigate DDoS attacks.

DDoS mitigation services are available in a variety of forms:
in ISPs, in IXPs, and as a service in the cloud. We now
examine how CORB can take advantage of these services,



and highlight the technologies that can be used to implement
CORB, such as BGP Flowspec, and DOTS.

e Scrubbing at the ISP level: ISPs can deploy dedicated
scrubbing devices (e.g., Radware), but we demonstrate
that CORB can be implemented using standard protocols
for DDoS mitigation. The basic and most common tech-
nique used by ISPs on their border routers is Remote
Triggered Blackhole (RTBH) [38], [39]. Based on its
source or destination address, RTBH is able to abandon
undesirable traffic before it enters the AS, by dropping
traffic in all the BGP border routers. BGP Flowspec [37]
is a more sophisticated and subtler way to block specific
flows of traffic based on their destination, source, port,
DSCP, and others. BGP Flowspec is the control protocol
that injects filters to the data plane of the AS border
routers (ASBRs), which can handle filtering at a high
rate. Because BGP Flowspec can apply filtering rules to
all of the AS’s border routers, we refer to the AS as a
single entity throughout the remainder of this paper.

o Scrubbing at the IXP level: Internet exchange points
(IXPs) provide DDoS mitigation services similar to those
provided by ISPs [40]. IXPs offer an ideal location at
which to deploy DDoS mitigation, since many ISPs make
use of them for traffic exchange. For example, the DE-
CIX in Frankfurt and the AMS-IX in Amsterdam, use
over 800 networks and over 6 Tbps [41]. By empowering
one of these large IXPs with mitigation services, hundreds
of member networks will immediately benefit, without the
need for changes in Internet protocols or cooperation and
coordination between the member networks. We demon-
strate that applying CORB to large IXPs can significantly
enhance attack mitigation.

¢ Scrubbing with cloud scrubbing centers: Cloud-based
scrubbing centers are another form of DDoS mitigation
services. In the event of an attack, traffic is redirected via
DNS or BGP to a scrubbing center, where a mitigation
system subdues the attack traffic and forwards clean
traffic back to the network for delivery. The majority of
scrubbing vendors [42] have multiple scrubbing centers
that can handle large-scale attacks situated at different
locations around the globe [43], [44]. It is noteworthy
that the attack volume of the most recent DRDoS attack
is close to the maximum capacity of many of these
scrubbing centers [44]. CORB assumes that we are aware
of the legitimate packet route and, as a result, all other
routes are deemed illegitimate; however, BGP and DNS
redirection can cause the traffic to change routes, making
it more difficult to maintain the original route informa-
tion. Hence, this work focuses on the use of mitigation
services for DDoS within the AS network, primarily at
ISPs and IXPs.

CORB requires that we transmit information related to the
attack from the victim to the scrubbing ASes (SASes). To
accomplish this task, we use DDoS Open Threat Signaling
(DOTS) [9], [45]. DOTS is a protocol that was standardized

by the Internet Engineering Task Force (IETF) and is designed
for real-time signaling related to DDoS attacks.

Lastly, it is important to note that the CORB algorithm does
not assume any properties for the internet routes; they can be
asymmetric, and the victim may be an anycast address.

III. CORB

CORB is based on the principle that even if an attacker
succeeds in spoofing packets that bear the victim’s source
address, those packets will have been sent to the reflector
via routes that are different from those typically used for
legitimate packets originating from the victim. The expected
route from the victim to the reflector can be determined at
the AS level by using BGP information. Each destination
(i.e., a network prefix) in the BGP table is assigned with an
outgoing neighbor and an associated ASpath. BGP is a policy
routing protocol that chooses the best route according the
ASpath, which is the route expressed in AS level information.
As part of CORB, we use the ASpath to extract the pertinent
filtering information and send it to the scrubbing ASes (SASs).
By examining the ASpath information, the scrubbing AS can
identify which packets did not arrive via the expected route.
With this information in hand, the scrubbing AS can filter
out a majority of the attack volume prior to reflection and
amplification. 2

In this section, we have a victim v and M scrubbing ASes
sASy,..sAS) spread around the world. There are two modes
of CORB operation: CORB-Strict and CORB-Loose, where
loose transmits less filtering information and can filter fewer
cases, as compared with strict. The algorithm consists of three
stages: detection, signaling, and mitigation.

A. Detection

The paper assumes that the victim v has a basic DDoS
detection mechanism capable of identifying DDoS attacks if
a substantial amount of packets are involved. In addition,
we assume the detection mechanism can classify the attack
type as a DRDoS attack and discover the set of reflectors
R = ry,7re,...r involved in the attack based on their IP
addresses. Detecting a DRDoS attack and determining the
reflectors involved is typically straightforward. This is because
the victim will notice that it receives responses even though
it did not initiate the request [46]-[49].

B. Signaling

Upon detecting the DDoS attack, the victim sends the
scrubbing ASes signals requesting mitigation. The mitigation
request contains information retrieved from the victim’s BGP
table. The specifics of what is sent depend on the CORB mode.
The signaling can be performed using DOTS [9].

Figure 2 illustrates the basic concept behind CORB-Loose.
In this scenario, the expected route of an authentic packet sent

2If the victim is a server, the BGP information is held by the server’s
internet service provider (ISP). This is good news because ISPs are usually
involved in the DDoS mitigation process to prevent attacks from disrupting
the entire network.



from the victim v to the reflector r is not expected to pass
through the scrubbing AS sAS. In other words, the scrubbing
ASes should not observe packets from v to r unless they are
spoofed. For this reason, the scrubbing AS can filter all of
these packets before reflection, thereby reducing the flood that
would have been caused by an amplification.

For each reflector r participating in the attack and a scrub-
bing AS sAS, the victim v performs the following. It checks
the BGP table to see whether the BGP route (ASpath) from
itself to r traverses through sAS. When it does not, v sends
a mitigation request to sAS to filter all packets from v to r. *

] @
Vo

Expected route
Spoofed route

Refl

ted route

Fig. 2. CORB-Loose: sAS filters spoofed traffic arriving from the attacker a
with destination r and source v because sAS does not reside on the expected
route between v to r

CORB-Strict deals with scenarios where sAS is on the
expected route from the victim to 7, which prevents CORB-
Loose from detecting and mitigating it. But in this case, the
incoming interface is different, as shown in Figure 3. Here,
the victim v sends to sAS information about the expected
incoming interface a legitimate packet from itself to r should
enter to sAS. The incoming interface information is passed in
the form of the neighbouring AS Number (ASN). If sAS is
not included in the path to r, it sends null. In our example, this
information is the neighboring AS n. Hence, sAS should filter
out any packets going from v to r that do not come through
the neighboring AS n. Consequently, CORB-Strict can filter
a larger number of spoofing cases.

Providing the BGP information is current, it is straightfor-
ward to prove that the algorithm has zero false-positives. In
addition, the algorithm does not assume any properties for the
internet routes; they can be asymmetric, and the victim may be
an anycast address. Hence, we should ensure that the signaled
information is current, i.e., we should notify the scrubbing AS
if the information provided to it has changed due to changes
in BGP routes. The updates should be minimal since most
BGP routes on the internet remain stable for days [50] and the
likelihood of any significant change in relevant information is
small. If there are new reflectors involved in the attack, this
would be another reason for updating to occur.

31t is imperative to note that the lookup in the BGP table is based on the
IP address of the reflector and not on its AS. This is because some subnets
within the same AS may have different routing.

src: v

Fig. 3. CORB-strict: sAS filters spoofed traffic arriving from the attacker a
with destination r and source v because it arrives from the incoming interface
z while legitimate traffic from v to r should enter through the incoming
interface n. Note that CORB-Loose cannot detect this situation because sAS
is indeed on the path from v to r.

Signaling to a scrubbing AS in CORB-Loose has a size
bound of O(|R|*32) for IPv4 and O(| R|*128) for IPv6, where
|R| is the number of reflectors. In reality, this size bound will
be significantly lower than | R| since we send the IP address of
a reflector only when the observed traffic from the victim must
be filtered by the scrubbing AS. In CORB-Strict, the bounds
are O(|R| = (32 4+ 32) and O(|R| = (128 + 32), respectively,
since for each reflector we also include the neighbor ASN of
the scrubbing AS that is expected to send the route legitimate
traffic from the victim to sAS. We note that the memory
state is proportional to the number of reflectors, but not to
the number of attackers, which is significantly higher.

C. Mitigation

In order to detect spoofed traffic, packets bearing the
source address of the victim should be filtered in accordance
with CORB filtering information. As noted previously, the
Flowspec protocol supports filtering based on both the source
and destination addresses. CORB-Loose filtering is straight-
forward, as all traffic claiming to originate from the victim
must be dropped. CORB-Strict requires filtering according
to the information pertaining to the incoming interface from
which it entered the AS. This can be achieved with BGP
Flowspec and VRF (Virtual routing and forwarding) features.

D. IXP case

So far, we have discussed the capabilities of performing
scrubbing in ASes (scrubbing ASes). An additional candidate
for scrubbing is the Internet Exchange Point (IXP), where
many Internet infrastructure companies, such as Internet Ser-
vice Providers (ISPs), exchange Internet traffic. Recent studies
suggest that many IXPs also suggest mitigation and detection
techniques [40], [41]. We can therefore see that the IXP
provides a filtering facility that works on the edges between
two ASes. The CORB algorithm can be adapted naturally
to IXP, checking edges instead of AS. As an example with



CORB-Loose, Let (AS;,AS,) be a link in an IXP that has
scrubbing capabilities. For each reflector r participating in
the attack and a link (ASs,AS.), the victim v performs the
following. It examines the BGP table to determine whether
the BGP route (ASpath) from itself to r traverses the link
(ASs,AS,). When it does not, v sends a mitigation request to
the corresponding IXP to filter all packets from v to 7.

E. Carpet mitigation attack

It is straightforward to implement CORB to mitigate carpet
bombing attacks [24], [25]. This is a variation of DRDoS that,
instead of attacking one destination, attacks a whole subnet of
addresses to choke a network. In this case, CORB should be
applied to the victim subnet.

F. Accuracy

CORB has almost no false-positives since false-positives
occur only during the updating of the BGP information. That
said, under DDoS attacks, some false positives are reasonable
since the victim would not be available regardless of miti-
gation. Inherently, CORB has some false-negative states. This
means it can reduce the volume of the attack but not eliminate
it completely, which is common to many mitigation DDoS
solutions [28]. This is because most mitigation techniques are
used in layers, where each mitigation technique filters some of
the traffic until it achieves a reasonable volume that the victim
can handle. An obvious false-positive case occurs when there
is no scrubbing center between the attacker and the reflector;
in other words, when CORB is not in the spoofed traffic
path. To analyze the limitations of CORB (false positives),
we define LC' A(a,v,r) as the least common ancestor at the
AS level between the legitimate route from v to r and the
spoofed route from attacker a to r. As long as sAS appears
before LC'A(a,v,r), both CORB modes are useful because
sAS does not expect to see traffic from v (see Figure 2).
When sAS appears after LC A(a, v, ), both modes result in
false-negatives since the incoming interface is the same for
both legitimate and spoofed traffic, as seen in Figure 4. It
is only in the case of LC'A(a,v,r) = sAS that CORB-
Loose may produce false negatives, but this is not the case
for CORB-Strict (see Figure 3). Accordingly, the difference
in performance between the two modes is not that significant,
as we demonstrate in Section IV.

IV. CORB SIMULATION

The primary objective of CORB is to protect against spoofed
reflected traffic. We first define measures of filtering perfor-
mance that apply to both strict and loose modes. We measure
impact of scrubbing in the AS level. an AS that deployed
CORB is denoted as a scrubbing AS (SAS).

A packet sent from AS a to AS r that spoofs AS v will be
filtered out by SAS sAS if and only if the packet’s route
includes sAS and if sAS is capable of filtering out the
spoofing of v under CORB version ver, which can either be
loose or strict. We represent the aforementioned statement as
follows:

src:r
dst: v

src: v &
dst: r

Y PN

Fig. 4. Both spoofed traffic from the attacker a to r and legitimate traffic
from the victim v to r are routed through x before arriving at the scrubbing
center sAS. Therefore, both legitimate and spoofed traffic arrive at sAS on
the same interface, and both CORB modes will fail to detect spoofing.

1 sAS filtered the packet

0 otherwise

filter 3 (a,r,v) = { (1
Similarly, we can define the filter function for a set of
SASes S.

1 3 sAS € S which filtered the packet
0 otherwise

filters™ (a,r,v) = {
2

DDoS defense must be examined from the perspective of
the victim, taking into account the attackers, reflectors, and
scrubbing ASes. Let S represent the set of all SASes, R the
set of all reflectos, V' the set of all victim ASes, and G the set
of all ASes in the graph. Cumulative reflection protection
(CRP) is the number of paths in the graph in which packets
sent from any AS a € G to any AS r € R, spoofing an address

from AS v € V, are filtered by a sAS € S.

CRP™(V.8) =3, 3 3 filter§"(@rv) ()

aeGreRveV

This measure contains the possible paths by which scrub-
bing AS sAS € S can filter traffic from an attacker AS
a € G to a reflector AS r € R, which spoofs victim AS
v € V. Essentially, this measurement describes the filtering
ability of CORB in the context of a specific attack. We define
the percentage of successful mitigation (% mitigation) as the
ratio between CRP(V,S) and the total number of possible
reflection attack paths. Formally:

CRP(V,S)
ZaGG ZTGR EUGV 1

Therefore, in this section, when we say, for example, that a
configuration of CORB blocks 34% percent of the attack, it

Y%omitigation =

“4)



is meant that the ratio between the CRP(V,.S) and the size
of all possible attack vectors in the simulation is 0.34.

A. Memcached Attack Simulation

We drew inspiration from the 1.3 TBps memcached attack
on GitHub in 2018 to conduct a realistic simulation [23].
The AS graph was built based on Caida’s AS Relationship
data for 2019-08-01 [51]. The path between pairs of ASes
was calculated using the bgp — simulator tool [52] that we
developed, which was heavily based upon the disco tool [53]
that infers the BGP routing based upon [54]. Nevertheless, this
was done only for the simulation, and CORB does not assume
that paths between ASes are determined in this manner. Using
shodan data [55], we defined the set of reflector ASes R as
those with more than ten open memcached IP addresses. V' is
defined as the set of victim ASes. At the time of the incident,
V' contained two ASes that GitHub resided on. All ASes
are potential attackers in this simulation. The only difference
between simulations is the SAS set S set and the CORB
mode. Within the following sections, we elaborate on how we
selected S' in order to maximize CORB’s efficiency. We run
the experiment twice for each choice of S, once with CORB-
strict (Fig 5) and once with CORB-loose (Fig 6).

In this simulation, we do not account for updates of BGP
routes in the graph during the attack; this does not affect the
algorithm itself and is only done for convenience. Because
CAIDA’s data is incomplete, we avoided scenarios in which
the path between two ASes could not be calculated. Fortu-
nately, this is a small proportion (less than 1%) of the paths
in the graph.

B. Simulation results

In this section, we present and analyze our simulation results
that are reflected in Fig. 5 and in Fig. 6 for strict and loose
CORB modes respectively. We show that in order to achieve
route-based packet filtering efficiently with a relatively small
number (fewer than 100 out of 65,000) of SASss, we are
required to choose core networks that tend to be the LCA
of many ASs.

e Tier-1: When S is set to tier-1 ASes, CORB-Strict and
CORB-Loose can respectively block 44% and 41% of at-
tacks. Furthermore, CORB-Strict and CORB-loose block
40% and 37% of the attack respectively, just by deploying
on ten tier-1 ASes. If we assume that a small number
of ASes will implement a sophisticated defense system
for economic reasons, we will witness an immediate
reduction in the volume of attacks on the internet. In
selecting only tier-1 ASes, one can expect that CORB will
have no effect when an attack targets further downstream
tiers, as no SAS is present in any of the attack paths.

o Tier-2: CORB-Loose and CORB-Strict block 37% and
22% of attacks, respectively, when deployed on tier-2
ASes. According to our estimate, this is drastically less
efficient than deploying on tier-1 ASes, since tier-2 ASes
are LCAs of fewer ASes.

o Tier-1 and tier-2: Using both tier-1 and tier-2 ASes, we
created a combined list, and we selected the top 100
with the most direct customers. There was a dramatic
improvement, as five SASs were able to block more than
50% of the attack, and 25 SASs were able to block 70%.

o By-customers: S is defined as the top 100 ASes accord-
ing to the number of direct customers. In choosing based
upon direct customers, it implies that there are a large
number of ASes whose LCA is in .S. This method of
deployment has been found to be the most effective. This
deployment is less effective than the Tier-1 and Tier-2
deployments for the first 18 SASs. However, while the
latter keeps stagnating after reaching approximately 70%,
this deployment reaches 92% protection with 84 filtering
SASs (with CORB-Strict), more than 20% higher than
deployments using tier-1 or tier-2 ASes. Furthermore,
we observe that 80% mitigation can be achieved by
70 SASs, rendering the attack practically insignificant.
CORB-Loose offers protection up to 80% and corre-
sponds to a performance degradation of approximately
12% compared to strict CORB. Yet, CORB-loose in
this scenario is still superior to the other deployments
mentioned, even if in strict mode. CORB will therefore
have an influential impact on attack mitigation when
deployed on services such as IXPs. They serve as the link
between internet infrastructure companies such as ISPs
and CDNs, thereby serving as the LCA for a number of
networks.

+ Random We carried out 20 iterations of random deploy-
ments of 100 SASs. Random deployments demonstrated
poor performance when using route-based packet filter-
ing. The best results came from random deployments that
were less than 2%. Stub ASes and ASes that serve as
the LCA for a small number of ASes have no effect and
are ineffective. This illustrates the importance of selecting
SASs carefully. Fortunately, the ASes that are suitable for
CORB deployment are also the ones with an incentive to
do so.

C. Financial implications

By dropping spoofed packets before reflection, CORB re-
duces attack volume significantly. It is reasonable to assume
that the Scrubbing ASes will charge a fee based on the volume
of traffic. The ratio between the sizes of the response and
the request is called amplification factor. For amplification
factor P, handling a spoofed packet after reflection is more
expansive by approximately P. Accordingly, CORB has a
profound effect on mitigation costs for victims.

Memcached has a bandwidth amplification factor of about
50,000 [23]. To estimate the victim’s saving when using
CORB, we charged 1 money unit (such as a dollar) for packets
that CORB was able to filter, and 50,000 for packets that
CORB was not able to filter. This price was compared to the
cost it would have paid without CORB deployment, i.e. all
spoofed packets reach their targets.
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Fig. 6. Attack simulation with loose CORB

Figure 7 illustrates CORB-Strict’s ability to save from 25
percent when deployed on the least effective SAS set (tier-
2) to 90 percent when deployed on the most effective SAS
set. The graph in figure 7 clearly depicts the opposite of the
graph in figure 5 due to the relationship between mitigation
success rate and cost savings. In addition, CORB can save us
approximately 22% to 65%, based on the SAS set, even if we
only use it on 20 SASs. CORB-Loose cost savings are slightly
less than CORB-strict ones, but still of paramount importance
to the victim. By deploying CORB-Loose, victims could save
between 10 and 80 percent, depending on the SAS set (2).

It is evident from these results that both the SASs and the
victims can benefit from the deployment CORB.

V. DOTS IMPLEMENTATION DETAILS

This section describes how DOTS should be extended to
support CORB. Our offer to extend DOTS, as opposed to, for
example, designing our proprietary protocol, is based on the
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fact that in order to be widely adopted, a defense mechanism
must be simple to implement and based on standard internet
protocols.

There are two types of protocols between a DOTS client
and a DOTS server: the signal channel [45] and the data
channel [56]. DOTS clients use the signal channel in order
to signal their need for DDoS protection. If the DOTS client
detects a DDoS attack, it sends a mitigation request over the
signal channel, which includes the following fields: target-
prefix, target-protocol, etc. It can be concluded from this that
DOTS is primarily concerned with mitigating DDoS attacks
based on the target, which requires examination of the packet’s
destination field.

As mentioned in section III, the victim of a reflection attack
may be interested in requesting spoofed traffic filtering based
on the packet’s source address. In CORB-Loose, a request
by the victim to the SAS to filter packets based on the



victim’s source address is accompanied by a list of reflectors
to which packets from the victim are not expected to be
forwarded through the SAS. When using CORB-Strict, the
additional information being sent is a list of the reflectors
participating in the attack and their expected incoming in-
terface when authentic packets are routed through the SAS
(or null, if there is none). In order to send such information
with DOTS, we offer to extend the signal channel protocol
by adding a target_reflector_inter face field entry to the
mitigation request. As this is an optional entry, backward
compatibility can be assured (earlier versions of DOTS will
ignore it). The target_reflector_inter face contains a list
of (reflector_network,asn) tuples. Each tuple contains the
IP address of the reflector and its corresponding expected
incoming interface, which is always null in CORB-Loose.
Unlike in our simulation, in which we addressed the reflector’s
AS as a single unit, we specify the reflector’s address because
in reality, different networks within the same AS may have
different routes to the same destination.

VI. RELATED WORK

DDoS mitigation and IP spoofing prevention are crucial for
a functioning and stable internet environment. As such, the
research community has spent years proposing solutions to
these topics.

The majority of these solutions, such as [26], [27], [29]-
[33], [36], suffer from one or more of the following: they do
not provide incentives for deployment, they are not feasible in
today’s internet environment, or they make assumptions that
are unrealistic.

In the past years, many papers proposed solutions that
provide some form of cooperative defense. Some solutions
such as [4], [57] are unable to protect against attacks from
legacy networks without their defenses in place. Others, such
as [58] do not perform well in non-contiguous deployment.
Some papers are tailored to a small group of ISPs that are
interconnecting with one another and have the relationship
of customer-provider or peer, a limitation that CORB is not
subject to. [59]-[61] have developed collaborative approaches
for detecting and neutralizing botnets that participate in attacks
and for developing collaborative IP blacklists and collaborative
IP blacklists. These may suffer from deficiencies as they are
not well maintained and properly updated.

CORB resembles approaches like Catchit [3] in that it is
a collaborative route-based solution that provides routers with
information regarding the valid arrival path of packets from
a specific source. Catchlt has several shortcomings, such as
the requirement to check every packet, even if no attack is in
progress, and the necessity to continuously update a table that
maps between sources and corresponding interfaces. Perhaps
the most significant difference between CORB and Catchlt
is that Catchlt both modifies BGP as well as introduces a
proprietary protocol called RING to establish the route-sharing
mechanism between the ASes. As a result, ASBR’s control
and data planes will need to be modified. Taking advantage of

standard protocols such as DOTS and BGPFlowspec, CORB
overcomes this problem.

VII. CONCLUSION

CORB is a novel route-based filtering system for mitigating
DRDoS attacks that employs network collaboration in order to
hamper even the most powerful attacks. The most important
contribution of our work is that we establish a practical
framework that enables routers to receive information about
inter-domain BGP routing decisions on-demand by utilizing
existing protocols while providing true economic incentives
for networks to adopt it.
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