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Abstract—Network congestion will result in severe perfor-
mance degradation in a large-scale lossless interconnection net-
work if no effective countermeasure is taken. An implementable,
effective and cost-efficient design is crucial to practical network
congestion control. Most existing reactive and proactive conges-
tion control schemes still suffer from complicated congestion
signals and parameter tuning, which significantly increases imple-
mentation complexity and the risk of incorrect settings that cause
poor performance. In this work, we make a successful attempt to
present a novel congestion control that minimizes the complexity
and cost of protocol implementation. We explore proactive flow
throttling (PFT) techniques at host network interface. PFT
merely uses the local credit information at the endpoint node. Our
design can quickly sense the network congestion and respond to it
by proactive flow throttling with simple parameter configuration.
This method has be successfully implemented and verified in
one high-performance network interface chip at an extremely
low cost. We use the state-of-the-art benchmark dedicated to
network congestion testing to evaluate our design. The extensive
results show that our method can quickly detect the occurrence of
network congestion, and effectively perform congestion control
in a real-time manner, significantly improving the application
performance.

Index Terms—high performance computing, interconnection,
network congestion, credit based flow control, congestion control

I. INTRODUCTION

Congestion management is an essential issue in high-
performance computing (HPC) interconnection networks.
Congestions in HPC systems can be classified into network
congestion and endpoint congestion [7] [8]. Network conges-
tion happens when the load on links exceeds their bandwidth.
Congestion decreases network throughput and increases packet
latency, and significantly impacts application performance and
user experience, especially for latency-sensitive applications
[30] [19]. Endpoint congestion occurs when endpoints are
oversubscribed. Pure network congestion can be efficiently
handled by adaptive routing, however, endpoint congestion has
to be addressed by effective congestion control. HPC designers
tend to build interconnection networks with full bisection
bandwidth to meet the needs of communication-intensive
applications [1] [2] [3] [6]. In this type of interconnection
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network, most persistent congestion occurs in edge routers of
the network, forming the endpoint congestion.

The objective of practical congestion control in HPC net-
work is to manage congestion within acceptable costs [38] [39]
[26]. Prior congestion control mechanisms can be categorized
as either reactive or proactive congestion control [27] [23]
[5]. Reactive congestion control detects congestion and take
actions after the congestion has emerged. Explicit congestion
notification (ECN) is a representative reactive mechanism in
the InfiniBand network [21]. However, ECN often needs at
least one round trip time (RTT) to sense the congestion, and
thus responds slowly to the network congestion. Proactive
congestion control mechanisms avoid the congestion through
reservation, and they only send data when there is no resource
oversubscription in the network. In proactive congestion con-
trol schemes, the network is often modeled as a virtual big
switch. Existing proactive congestion control mechanisms are
effective in relieving conflicts through making reservation in
the source node proactively. However, their performance can
be limited by the inappropriate granularity of the reservation
and the mismatched scheduling granularity between the source
node and the destination node, which do not fit well with
complicated and time-varying HPC network traffics where the
large flows and small flow are mixed [13].

In this work, we aim to design a proactive congestion
control scheme while minimizing the complexity and cost of
protocol implementation. We exploit the basic idea behind
proactive congestion control mechanisms, and view the net-
work as one big virtual switch. We explore two important
properties of HPC network, high-speed and lossless, which
make that a single point of persistent congestion can quickly
spread through the network, and invoke credit backpressure
to the source hosts. Based on this observation, we present
a proactive flow throttling (PFT) technique at host network
interface chip (NIC). PFT in one NIC decides whether to
perform congestion control and how to perform congestion
control merely according to current credit information in the
edging router that the NIC is connected with. We implement
our PFT in one high-performance NIC, having a network port
bandwidth of 100Gbps. We further utilize the NIC with PFT
to build a testbed of interconnection network that consists of
120 nodes and are connected into a fat-tree topology. We take
advantage of the state-of-the-art benchmark dedicated to HPC
network congestion testing, GPCNet, to evaluate the effective
of PFT in our testbed, and reports the extensive experiment



results.

The main contribution of this paper is a flow throttling
method based on transmitting credits at source node in net-
work. We can control the transmitting speed through adjust
parameters in PFT according current congestion status. On a
real implemented interconnection, we demonstrates that the
PFT method can reduce the network congestion considerably.
Moreover, the hardware overhead of PFT is very low. Only
some counters, configuration registers is needed to realize the
overall hardware.

The rest content of this article is as follows: Section II
introduces related works. Section III presents the PFT con-
gestion avoidance method based on end node credit in this
article. Section IV evaluates and verifies the method through
experiments. Section V gives relevant conclusions.

II. RELATED WORK

Generally speaking, network congestion control can be
carried out at multiple levels of the network such as the
transport layer, network layer, and link layer [16]. For Internet,
as the bottom layer of the network may be implemented in
different ways, the reliable transmission of data is generally
implemented in the transport layer software such as TCP.
Therefore, the congestion control is generally performed at the
transport layer. A typical implementation is TCP congestion
control mechanism [17] [18] [20], including TCP Vegas, TCP
Reno, etc. The characteristics of which are slow start, con-
gestion avoidance, fast retransmission, fast recovery, selective
response, etc. These methods can improve the performance of
network transmission and reduce the congestion possibility to
a certain degree.

In the lossless networks oriented to high-performance com-
puting and data center, link-level flow control is realized
through PFC [12], credit flow control [9] and other mech-
anisms. Some networks even provide reliable transmission
mechanism by text checking and retransmission [21] [22], to
achieve lossless transmission. In this case, congestion control
can be implemented at the network layer or link layer, such
as QCN [24] [25], DCQCN [28] and ECN [29] [31] [33]
commonly used in data centers. For InfiniBand [21] and
Omni-Path [42], congestion control is also performed at the
network layer. When a message is routed in the network, if
it encounters a congested link, a special mark will be wrote
into a predefined field on the message header to indicate the
specific path and location of the network congestion. After
that, the message continues to be transmitted forward. After
reaching a certain network end node, this messages will be
absorbed, and the associated congestion information will be
processed. According to the current congestion status collected
from arriving packets, the location of source nodes that cause
network congestion is analyzed, and congestion notification
messages will be sent to the congestion source nodes. When
receiving the congestion notification messages, the source
nodes adjust the sending rate to complete congestion control.

The basic idea of these switch-based congestion control is
that the switch collects network congestion information, and

Algorithm 1
1. if s = Normal then
2 if c>t. then
3 s = C'ongested
4 end if
5: else if s = C'ongested then
6
7
8
9:

if c<t, then
s = Normal
end if
end if

recognizes the location of congestion. Then it will inform
the source nodes to take corresponding measures [8] [4] [14]
[15]. The advantage is that the source of congestion ports be
found more accurately, and the congestion can be effectively
controlled. However, all these methods need congestion infor-
mation of various parts in the network to generate congestion
notification messages. This will increase the complexity of
router and end node design. And the transmission of back-
ward notification messages also consumes network bandwidth,
which may cause network congestion. At the same time, the
congestion state of the network may spread quickly, so there
will be a certain lag in the occurrence and notification of
network congestion. Before the congestion control message
reaches the source node, the congestion state of the network
may have been propagated to the source node. To solve this
problem, the congested source node does not need to wait
for the congestion control messages generated in the network.
It can proactively reduce or suspend the message sending
rate according to the current local congestion status, so as
to respond to network congestion as soon as possible.

In order to effectively use the information on end nodes
for congestion control, researchers have proposed a variety
of solutions. [34] [15] [10] [11] [32] proposed a method to
analyze the RTT (Round Trip Time), receptions, and losses
information on the end node, and designed a Congestion
Control Plane (CCP) to perform Congestion management. [35]
proposed a congestion control method named TIMELY based
on the network RTT time information. It decides the level of
network congestion by calculating the RTT time between the
source and destination nodes, and takes certain measures at the
source to control congestion. Ref. [36] has improved end node
congestion control for small messages SMSRP and LHRP
based on the analysis of SRP [37]. ExpressPass [40] used
end-to-end credit transfer for bandwidth allocation and fine-
grained packet scheduling, and ExpressPass++ [41] improved
the sequence-based feedback control of ExpressPass.

The methods mentioned above all make good use of the
information at the end nodes for congestion control. How-
ever, some methods require operating systems and software
to participate in the scheduling of congestion control, and
some require information exchange between the source and
destination nodes that are far away from. As a result, those
are unable to reflect the current network congestion in time,
and results in ineffective congestion control.



If hardware can be used to perform simple and effective
congestion control based on the local information on the end
node, it will considerably decrease the design complexity and
improve the control efficiency. At the same time, in some
existing networks, routers may not support the function of
checking or monitoring of congestion status and the routing of
congestion control messages. In this case, the above methods
cannot be used for congestion control. Therefore, we need a
method of congestion control only performed at the network
end node.

III. ENDPOINT CREDIT BASED CONGESTION CONTROL
A. Credit Based Flow Control

In the high speed interconnection network design, in order
to avoid the end node data transmission speed being too fast,
and the ingress buffer of the next stage router being overflow,
credit based flow control is used between two adjacent nodes
in the network. This mechanism is only a point-to-point flow
control, which is performed at both ends of a transmission link.
When initializing, the link receiver reserves a certain capacity
of receiving buffer for incoming packets, and at the same
time the transmitter allocates the same amount of transmission
credits. Each time the transmitter sends a packet, one credit
will be deducted from the existing credit. When the packet
has entered the receivers buffer, the receiver will inform the
transmitter every time a packet is removed from the buffer
for processing. Upon receiving the credit release signal, the
transmitter will add one credit to the existing credit. Before
sending a packet, the transmitter must check whether there is
enough credit firstly. If there is enough transmitting credit, it
can send a message to the receiver. If there is no transmitting
credit, it indicates that all the buffer space at the receiver
has been occupied by unprocessed packets, and current packet
cannot be sent out at this time.

Under this flow control mechanism, the credit used by the
transmitter (c) corresponds to the size of the buffer that has
been occupied in the input buffer of the receiver. When the
network is not congested, the data in the input buffer at the
receiver will be used and removed away quickly, and credit
will be returned to the transmitter. In this way, ¢ will remain
at a low level. If the network is congested, the data in the
input buffer of the receiver will be blocked, so few credits
will be returned to the transmitter. This will result in a gradual
increase of c. It can be seen that the used credit value ¢ on
the transmitter of the network reflects the degree of network
congestion to a certain extent. The PFT congestion avoidance
method proposed in this paper uses the used credit value on the
end node to limit the rate of packets injected into the network.

In order to realize the network congestion control function,
we need to solve the following two problems: (1) How to
decide whether the network has encountered congestion or
the congestion has been eliminated (that is, how to determine
when to enter the flow throttling state and when to exit the
flow throttling state); (2) How to perform congestion control
when the network is congested (that is, how to control the
message sending speed).

Algorithm 2

1: cycle_count =0

2: congested_count = 0

3. if s = Normal then

4 if cycle_count = T, then

5: cycle_count =0

6 else

7 cycle_count = cycle_count + 1
8 end if

9 if cycle_count =T, then

10 congestede_count = ()

11: else if ¢>T, then

12: congested_count = congested_count + 1
13: end if

14: end if

15: if congested_count = T,' then
16: s = Congested

17: end if

18: if s = Congeste then

19: if cycle_count = T then

20: cycle_count =0

21: else

22: cycle_count = cycle_count + 1
23: end if

24: if cycle_count = T then

25: congestede_count = (

26: else if c<T, then

27: congested_count = congested_count + 1
28: end if

29: end if

30: if congested_count = T, then

31: s = Normal

32: end if

B. Conditions for Entering/Quitting Flow Throttling

First, we define that the transmitting node has two differ-
ent congestion control states: Normal state and Congested
state. If the node is in the Normal state, it means that
the current network is not congested. On the other way,
if the node is in the Congested state, it means that the
current network has been detected to be congested, and the
rate of packets injects into the network needs to be lim-
ited. The PFT congestion avoidance method provides two
strategies to determine whether the current node should enter
the Normal or Congested state: Fixed Threshold(FT) and
Average Threshold(AT).

Suppose the current congestion control state of a node is s.
Under the FT strategy, two thresholds are set: entry threshold
t. and exit threshold ¢, (t. > t;). The node congestion state
transition process under the FT strategy is shown in Algorithm
1.

Under the FT strategy, whether a certain port currently needs
to perform flow throttling is determined based on the current
credit used by that port. When the network is not congested,



the value of c is very small. With the emergence of network
congestion, the packet transmission speed in the network slows
down, and the value of ¢ gradually increases. If ¢ exceeds a
certain threshold (%.), it enters the C'ongested state to slow
down the inject rate of the source. After a period of time, when
network congestion gradually eliminates, the value of ¢ will
gradually decreases. If ¢ is less than a certain threshold (%), it
is considered that the network congestion is eliminated, so the
congested state is quitted, and the transmitting rate recovers
to the normal rate.

This strategy only decides whether the network has been
congested based on the currently used credit. In some cir-
cumstance, this method may be too simple. If a number of
packets has been sent out without returning credit within a
period of time, and this state has been continued, then it can
be considered that the network was congested. That is, not
only the value of current credit is used, but also the historical
information is used. So that the decision will be more accurate.
Based on this idea, we proposed the AT strategy.

Under the AT strategy, we give a period of time 7T, and 7.,
T, and T', where T, >T.', T, >T. . Let cycle_count and
congested_count be counters.

Under the AT strategy, whether a certain port needs to
perform flow throttling is determined according to how long
the currently used credit is higher than a preset threshold in
a period of time. During this period of time (7,), if there
is a long period of time (7.’) that the used credit is higher
than the threshold, it is considered that the credit cannot
returned in time. So we can consider that there may be network
congestion, and flow throttling must be perform. After entering
the speed limit state, if in a long period of time (7%), the used
credit is lower than a preset threshold (T7"), it is considered
that the credit can be returned in time. Then we consider that
the network is not congested, and we can exit the rate limit
state. The AT strategy not only uses the current credit value,
but also counts historical credit information, which will be
more accurate when used to identify the network congestion.
However, this method increases hardware overhead and in-
creases the complexity of design implementation slightly.

C. Flow Throttling

When the node is in the Normal state, it sends the message
at the maximum speed. Only when it is in the Congested state
will it control the sending speed and perform flow throttling.
Controlling the sending speed of data is actually controlling
the sending interval between two adjacent flits. The sending
interval between flit should be determined according to the
currently used credit value c. The larger the c, the larger the
sending interval.

We give three parameter m, n, and k which are all integers.

Define a function of c:

fle)=2"/2"c+ k= 2"""c+ k (1)

In the Congested state, there are two congestion control
strategies: Fixed Interval(FI) and Random Interval(RI). Under
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Fig. 1. Relation between injection rate and m, n, k.

the FI policy, let f(c) be the sending interval between two
adjacent flits. When m, n, and k are given, f(c) increases as
c increases. While in the FI strategy, c is shifted left by m
bits, then shifted to the right by n bits, and then added k. The
final result of f(c) is the interval between two flits. If m>n,
it is equivalent to finally shifting c to left by (m — n) bits and
adding k. If m<n, it is equivalent to finally shifting c right
(n — m) bits and adding k. Only simple hardware is needed
to realize the operation. Then flit transmission interval can be
determined.

Under the RI strategy, whether data is allowed to be sent in
the current clock cycle is random. The probability of a packet
been sent is related to c. The smaller the value of c, the greater
the probability that the current transmission is allowed. The
method is to generate a random number 7 every clock cycle
and compare it with f(c). If » > f(c), data can be sent in
the current clock cycle; if < f(c), data can not be sent now.
When the network is more congested and the value of c is
larger, f(c) is also larger, and the probability of data been
sent is small. So transmission rate control can be achieved.



D. Congestion Rate Analysis

Under the PFT congestion avoidance method, the response
rate of network congestion control is closely related to the
currently used credit value ¢ and the congestion control strat-
egy. Fig. 1(a) and Fig. 1(b) respectively show the relationship
between the rate of packet injection into the network and c
under FI and RI strategies.

Fig. 1(a) shows the change trend of the injection rate with
the change of ¢ and k£ under the FI strategy when m = 0,
n = 8,9,10,11,12. It can be seen from the figure that when
n is a constant value, with the increase of ¢, the injection rate
gradually decreases. Under the same value of ¢ and k, the
larger the n, the smaller the injection rate. And as c increases
larger, the faster the injection rate decreases. We can conclude
that by setting reasonable n and % (for example, set n between
8-12, k = 0), the injection rate can be continuously changed
in a larger interval with the change of c. That is, a fairly good
congestion control can be achieved.

Fig. 1(b) shows the injection rate changes with ¢ and m
under the RI strategy when n = 0 and k£ = 0. It can be seen
from the figure that when m is between 15-22, the injection
rate changes significantly with the difference of c. At this time,
the congestion avoidance mechanism can play a good role.

IV. EVALUATION
A. Performance Criterion

Before discussing experiment results, we will give a stan-
dard for evaluating the congestion control methods, and use
it to measure the effect of congestion control under different
parameter configurations.

In a common network evaluation system, the delay or
throughput of the network is usually used as an important
index to measure the performance of a network. In some
systems that use small packets for frequent and fast data
transmission, the network delay is required to be as low as
possible. Whereas in some systems that carry out large data
communication, the network throughput is more important.
Considering the complexity of real systems, we define a
criteria for evaluating a congestion control algorithm.

Suppose that when the network is not under congestion con-
trol, its delay and throughput rate are Dy and B, respectively.
When congestion control algorithm C'is adopted, its delay and
throughput rate are Do and Be. Then the control factor of
the congestion control algorithm C' is defined as:

Be By Bc- Do )
- D¢’ Dy By De @

In general, Fo>1, and the larger the Fi, the better the
effect of congestion control algorithm C. Later we will use
the Fo to evaluate the effect of the PFT congestion control
algorithm under different parameters.

Feo

B. Evaluation Environment

In order to evaluate the effect of the PFT congestion control
strategy proposed in this paper, we built an actual intercon-
nected network environment and evaluated the performance
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Fig. 2. Topology of experiment.

using GPCNet, a benchmark dedicated to network congestion
testing. This tool is a benchmark proposed by researchers at
Argonne National Lab, Lawrence Berkeley National Lab and
Cray to evaluate network congestion. The benchmark is de-
sired to be topology-agnostic, MPI implementation-agnostic,
and network provider-agnostic, and can characterize network
congestion impacts on various system architectures. The tool
is portable across a variety of topologies and architectures,
and can generate complex communication patterns with simple
tuning.

We designed an ASIC network interface chip (NIC) based
on the PFT congestion control method proposed in this article.
The NIC chip is implemented using 28nm CMOS process,
including a network port bandwidth of 100Gbps, and a PCIE
Gen3 x16 interface to connect to the CPU. Its core frequency
is 700MHz. Based on the NIC chip, we built a 120-node fat-
tree interconnection network to evaluate the PFT congestion
avoidance algorithm. The network topology used for testing is
shown in Fig. 2.

C. Experiment Result

Under the GPCNeT test framework, different PPorts (num-
ber of Processes per network Port) are used to test network
congestion scenarios. The default PPort values are 1, 8, and 16.
In order to analyze the network congestion better, this article
uses PPort=16 for experiments.

Fig. 3 and Fig. 4 respectively show the distribution curves
of network delay and bandwidth in p2p mode under different
strategies. The ordinate is the number of communication
processes with different delay or bandwidth in each interval.
The black solid line is the original distribution curve when the
network is congested, and the other colors are the distribution
curve after congestion control obtained according to different
PFT strategies and parameters.

Fig. 3 shows the distribution of the number of communica-
tion processes with different delays under different strategies.
The more the curve is to the left, the smaller the overall delay
in this configuration. And the more the right, the larger the
overall delay. It can be seen from the figure that in heavy
network congestion, different PFT strategies can be adopted
to reduce network delay by adjusting configuration parameters.

Fig. 4 shows the distribution of the number of commu-
nication processes with different bandwidths under different
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strategies. The more to the left of the curve, the smaller the
bandwidth in this configuration. Whereas the more to the right
of the curve, the larger the bandwidth in this configuration.
It can be seen from the figure that when the network is in
heavy congestion, using different PFT strategies and adjusting
configuration parameters can increase the network bandwidth.
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Fig. 5 shows the value of the congestion control factor F»
under different strategies and configurations. As mentioned
above, Fc characterizes the congestion control effect of the
PFT congestion control method. The larger the value is,
the better the congestion control effect appears under this
configuration. It can be seen from the figure that under most
strategies and configurations, the value of F» is greater than

1, indicating a good congestion control effect. Among them,
under the AT-RI strategy, when m = 18, n = 0, &k = 0,
threshold_enter =0x250, threshold_escape =0x2a0, the
control factor F will be 2.58. In this configuration, the
network congestion can be alleviated greatly.

V. CONCLUSION

Aiming at the network congestion problem in massively
parallel interconnection networks, this paper proposed an
proactive flow throttling method based on end node creditPFT.
With this method, the congestion information in the interme-
diate nodes of the network is not required during congestion
control. Only the sending credit of the end node can be used
to adjust the sending flow at the data source.

In the hardware implementation of PFT, it is only necessary
to add 4 counters at the sending end, as well as some
of parameter configuration registers and related FSM(Finite
State Machine) to realize efficient flow control and automatic
adjustment process at the network sending end. Moreover,
because PFT does not need to collect congestion information
on the entire transmitting paths, it would be more sensitive to
network congestion. In a real interconnection network system
using PFT, we found that by adjusting the control strategy
and parameters of the PFT, fairly good congestion avoidance
effect can be achieved. Therefore, PFT is more suitable for
a network environment where congestion control can only be
performed at the network end node.
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