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Abstract—Video streaming traffic has gone through an im-
pressive growth over the last ten years. This growth can be
rooted back to two different causes, namely widespread content
accessibility and improved delivery techniques, such as HTTP
Adaptive Streaming (HAS) and Web Real-Time Communication
(WebRTC). HAS techniques are widely used in Video-on-Demand
and live streaming scenarios, while WebRTC is mostly used in
interactive streaming applications. Both HAS and WebRTC are
unfortunately still affected by several inefficiencies. In HAS,
the video client is equipped with a heuristic to dynamically
adapt the video quality to the available network resources.
This client-based adaptation cannot always guarantee the best
experience to the end users, the so-called QoE. On the other hand,
WebRTC is by design peer-to-peer, which makes this technique
not scalable when the number of users in the system is high.
To solve these problems, this PhD thesis proposes an advanced
architecture where additional intelligent components are placed
in the network to support the delivery of the video. Moreover,
the designed network components aim at optimizing specific QoE
parameters that directly impact the users’ viewing experience,
rather than QoS parameters, which represent low-level network
performance. This architecture has been applied, for example, to
reduce playout interruptions in the video playback of HAS clients
up to 45% or to increase the scalability of WebRTC systems
without affecting the delivered video quality.

Index Terms—Quality of Experience, Software-Defined Net-
working, HTTP Adaptive Streaming, WebRTC

I. INTRODUCTION

Video streaming applications currently dominate Internet
traffic. According to Cisco reports, the amount of traffic
generated by video applications has increased from 2900
Petabytes per month in 2009 to 58000 Petabytes per month
in 2017, an impressive growth of almost twenty times in less
than ten years. This streaming revolution has also occurred
thanks to relevant improvements in video delivery techniques.
Indeed, the best-effort Internet was not originally designed to
support such bandwidth-intensive traffic. In Video-on-Demand
(VoD) and live streaming events, traditional streaming tech-
niques based on RTP/RTCP have been replaced by solutions
based on the HTTP Adaptive Streaming (HAS) principle.
At the cost of an increased end-to-end latency compared to
RTP, HAS presents an increased scalability, better NAT and
firewall traversal and the possibility to reuse the existing
HTTP infrastructure, in terms of caches and web servers.
Moreover, this technique allows to easily accommodate the
streamed video quality to the varying bandwidth conditions

of the video clients. Nevertheless, RTP-based techniques did
not disappear, but they are actually widely used in interactive
streaming scenarios, as in the Web Real-Time Communication
(WebRTC) initiative. Indeed, HTTP-based techniques do not
guarantee the low-latency and interactivity requirements of
these applications.

Independently from the streaming protocol, an effective
video delivery depends on the quality as perceived by the end
user, the so-called Quality of Experience (QoE), rather than on
classical Quality of Service (QoS) network-level parameters.
As the relationship between QoS parameters and QoE is far
from linear, a classical QoS-centric delivery is not able to
fully optimize the quality as it is perceived by the end users.
For this reason, this thesis [31] focuses on optimizing those
general QoE factors, as video quality and freezes for instance,
that are clearly quantifiable and have a direct impact on user
experience in video streaming. Moreover, the work presented
in this PhD thesis makes use of network-assisted elements,
with the aim of supporting the delivery of adaptive video
streams and providing a better QoE to the end users. This shift
is needed as several QoE factors in video streaming cannot be
optimized using a purely client-server architecture, but would
benefit from the assistance of intelligent network components.
The network elements presented in this thesis are therefore
developed to assist and support the delivery of the video,
and help the clients obtaining good streaming performance.
This PhD research resulted in several journal papers ( [4]–
[6], [9], [14], [16], [20], [28], [29]), conference papers ( [1]–
[3], [7], [8], [10]–[13], [15], [17]–[19], [21]–[27]) and one
patent ( [30]) and it has been conducted in partnership with
several leading industry partners, as Adobe, Nokia and Barco,
and within the FLAMINGO European ICT-FP7 Network of
Excellence.

Particularly, the following challenges, and related technical
contributions, are presented in this thesis:

• Challenge #1: provide a video streaming service that
is fair to the end user from the QoE point of view.
In a typical HAS setting, multiple clients can access
the same content from the same server. Often, clients
have to share a single medium and issues concerning
fairness among them appear, meaning that the presence
of a client has a negative impact on the performance
of others [32]. Even though fairness is a system-wide
characteristic rather than a user perceived QoE factor,978-3-903176-15-7 © 2019 IFIP
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it is often a desired property of the system, because it
can finally improve user experience and should therefore
be maximized. Therefore, in this thesis, an in-network
system of network components is deployed to support
the HAS clients and allow them to obtain both a high
QoE and a fair behavior. The in-network system estimates
the fair bandwidth share of the competing clients. This
information is used by the clients to request the video
quality maximizing their own QoE, while being fair to
the other users.

• Challenge #2: avoid playout interruptions, also called
freezes, during the video playback. Even though HAS
solutions have been developed with bandwidth adaptation
capabilities in mind, they can still fail in avoiding video
freezes. As an example, the Conviva report reveals that
almost 25% of the analyzed HAS sessions exhibit at least
one video freeze [33]. This problem is mainly due to
the unmanaged nature of current HAS technologies, as
the clients are not aware of the real network conditions
nor are they assisted in improving the delivered QoE.
To reduce this problem, this thesis proposes a network
framework, based on the Software-Defined Networking
(SDN) principle, that can temporarily prioritize the deliv-
ery of HAS segments possibly leading to a video freeze.
This decision is based on both measurements collected
from the network nodes and an estimation of the client
status. The proposed framework does not require any
communication between clients and network, and can
optimize the delivery of any client implementation.

• Challenge #3: increase the adaptability of the network
elements to support unseen video streaming scenarios,
reducing human hand-tuning. Even though network el-
ements can help the video delivery, they are usually
designed and developed with certain network and stream-
ing characteristics in mind. This aspect entails that these
systems might be unable to adapt and provide satisfactory
performance under highly different streaming scenarios.
It is therefore required to make the network elements
adaptive and self-learning, so that they can learn the
best action to take based on the network and streaming
conditions. The benefits of this approach are showcased
in the prioritization framework presented above. Partic-
ularly, a machine learning-based prioritization algorithm
is designed to perform the prioritization task. Prioritiza-
tion is based on the Random Undersampling Boosting
(RUSBoost) algorithm and fuzzy logic [40], which can
autonomously learn when an HAS segment should be
prioritized.

• Challenge #4: reduce costs and increase scalability and
performance for interactive streaming applications. As
mentioned at the beginning of this introduction, HAS
techniques are very effective for VoD and live streaming
scenarios, but they do not guarantee the low latency
required for remote collaborations. In this case, proto-
cols based on RTP, as WebRTC, are used instead. The
WebRTC framework has been developed with a peer-

to-peer architecture in mind, where a small group of
clients can directly communicate with each other. This
approach can suffer from scalability issues when multiple
participants are present at the same time, since the
WebRTC senders would need to encode a separate stream
for each of the WebRTC receivers. This aspect entails
that each receiver is associated with an independent and
dedicated encoder at sender-side, which is expensive and
does not scale well. To improve the scalability of this
peer-to-peer architecture, a framework is proposed in the
thesis where each peer only needs to encode a limited
number of streams, much smaller than the number of
participants. These streams are sent to a centralized node,
called conference controller, which dynamically forwards
them to the receiving peers, based on their bandwidth
conditions. This way, each encoder at the sender transmits
to a multitude of receivers at the same time, improving
scalability. Moreover, the controller periodically recom-
putes the set of encoding bitrates at the sending peers, in
order to follow the long-term bandwidth variations of the
receivers and increase the received video quality.

The remainder of this paper is structured as follows. Section
2 presents related works on QoE-centric solutions for adaptive
streaming, in the form of an extensive survey paper [20].
Section 3 tackles the problem of fairness in adaptive streaming
(Challenge #1), while Section 4 presents a SDN framework
to avoid video freezes in HAS (Challenge #2). Section 5
redesign the network logic employed in Section 4 using a
Machine Learning (ML) solution that can autonomously learn
how to prevent freezes (Challenged #3). Section 6 addresses
the problem of scalability and quality for scalable remote video
collaboration applications based on WebRTC (Challenge #4).
Finally, Section 7 concludes the paper and highlights some
directions for future research that can leverage the PhD work
presented in this paper.

II. SURVEY ON QOE-CENTRIC MANAGEMENT SOLUTIONS

Several works have been proposed in literature to optimize
the video delivery for adaptive streaming services that go
beyond purely client-based approaches that, despite effective,
can still fail providing the end users with a high QoE. An
elaborated survey of the current research efforts in HAS is
first presented in the thesis to clearly highlight the different
approaches that can be adopted in this domain. Particularly,
the different approaches can be clustered based on where
the optimization takes place: (i) server- and network-assisted
solutions, (ii) application level optimizations and (iii) transport
level modifications. Server- and network-assisted solutions
place additional intelligence in the network to support the
delivery of the video. Traffic rerouting, bandwidth shaping
techniques and caching represent the most typical examples
in this space. In approaches exploiting traffic rerouting, the
performance of the paths connecting server and clients is
continuously monitored. When certain conditions are detected
(e.g., increased packet loss or congestion) a path recalcula-
tion occurs to reroute the video traffic and guarantee good
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Fig. 1. The proposed network framework of coordination proxies can help
reducing unfariness up to 80% compared to benchmarking heuristics. Fairness
is measured as the standard deviation of clients’ QoE values.

streaming performance [34], [35]. Bandwidth shaping/bitrate
guidance techniques are usually deployed on a bottleneck
link located in the access or edge network, and are designed
to select and enforce a specific quality for the streaming
clients [4], [36]. This selection aims to optimize the revenue
of the network operator, by maximizing the QoE of particular
users, or provide fairness among competing clients. Applica-
tion level solutions can optimize the behavior of any adaptation
heuristic by exploiting, for instance, the new features of
the HTTP/2 protocol or prefetching techniques. Particularly,
HTTP/2 push-based solutions can consistently reduce latency
in live streaming, increase bandwidth utilization and video
quality, at the cost of reduced bandwidth adaptability that can
result in more freezes [6], [37]. Transport level approaches
modify the congestion control algorithms or retransmission
policy of TCP, to better support video traffic. Enhanced TCP
solutions for adaptive streaming generally follow two main
trends. First, additional application-level information can be
shared with the transport layer to improve the scheduling of
TCP packets, in order to primarily avoid freezes [39]. Second,
Multi-path TCP can be employed to improve the aggregate
throughput of the streaming client [38].

III. QOE-DRIVEN HEURISTIC FOR FAIR HAS

This section tackles one of the problems still affecting
HAS systems, namely fairness. Concretely, this means that
different HAS clients negatively influence each other as they
compete for shared network resources. To solve this problem,
we present a fair HAS client able to achieve smooth video
playback, while coordinating with other clients in order to
improve the fairness of the entire system. The proposed fair
HAS client performs the quality level selection based on three
inputs: the local perceived bandwidth, the video player buffer
status and the so-called fairness signal. The fairness signal is
an additional measure introduced to achieve fairness, obtained
when the client downloads a segment. The fairness signal is
computed by a system of network nodes, called coordination
proxies, and represents an estimate of the fair bandwidth
share of all the clients streaming video. In order to maintain
scalability, the computation of the fairness signal is performed
periodically and in a hierarchical way by the coordination
proxies. A generic coordination proxy P receives an estimate
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Fig. 2. The OpenFlow controller intercepts clients’ requests and decides
whether the requested segment should be prioritized or not.

of the fairness signal from its parent node and computes a new
estimate of the fairness signal for each of its child proxies. This
estimate is computed by monitoring the available bandwidth
for HAS traffic on the links connecting proxy P to its child
nodes. In order to limit overhead, the calculated fairness signal
can be added as an HTTP header field and returned to the
clients when delivering the next segment to play. Particularly,
the clients translate the fairness signal into a reference quality
level, representing the theoretical quality level to request
in order to obtain perfect fairness among the clients. This
reference gives an indication on the best quality level to
achieve fairness, rather than determining the actual quality to
be requested. The reason for this behavior is twofold. First,
directly requesting the reference quality level would be optimal
from the fairness point of view but not from the QoE point
of view, because of the frequent quality switches that would
occur. Second, directly requesting the reference quality level
would alter the classical HAS principle, as the decision on the
quality level to download would no longer be carried out by the
clients. The fair in-network system has been evaluated through
simulations, under highly variable bandwidth conditions and
in several multi-client scenarios. The proposed approach can
improve fairness up to 80% compared to state-of-the-art HAS
heuristics in a scenario with three networks, each containing
30 clients streaming video at the same time, as reported in
Figure 1.

IV. SDN-BASED PRIORITIZATION TO AVOID VIDEO
FREEZES IN HAS

While the previous section focuses on a system-wide prop-
erty like fairness, the goal of this section is to reduce the
occurrence of video freezes in HAS, which are the main factor
influencing users’ QoE. To this aim, a network framework is
presented, based on the SDN principle and OpenFlow. The
main component of this framework is an OpenFlow controller
deciding which HAS segments should be prioritized in order
to avoid interruptions in the video playout of the clients.
Based on the current network conditions and a network-based
prediction of the HAS clients’ status, the controller can decide
to prioritize the delivery of particular segments in order to
avoid video freezes at the clients. Prioritization is enforced in
the network by using an OpenFlow-enabled switch, the so-
called prioritization switch, which is equipped with a best-
effort and a prioritized queue. Based on controller decisions,
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the prioritization switch enqueues the clients’ segments in
one of these queues. An illustrative sequence diagram of the
proposed framework is shown in Figure 2. The OpenFlow
controller intervenes each time a client requests a new segment
from the HAS server. When an HTTP GET is received,
the controller decides whether the delivery of the analyzed
segment should be prioritized or not. This decision is based on
network measurements collected from the prioritization switch
and client related measurements, estimated at the controller
side. Network measurements are obtained using the OpenFlow
protocol, which provides well-defined APIs to collect data
from the OpenFlow switches. More specifically, the controller
periodically polls the prioritization switch to compute the
available bandwidth for the HAS clients in the best-effort
queue (not shown in Figure 2). Client related measurements
include the segment bitrate and the video player buffer filling
level. The former is obtained by analyzing the GET message
intercepted by the prioritization switch. The latter is estimated
through buffer reconstruction methods. This means that no
explicit clients-to-controller communication is required in our
framework. A prioritization logic running at the controller de-
cides which segment to prioritize, by computing an estimate of
the segment download time in the best-effort queue. If a best-
effort delivery does not guarantee a timely download of the
segment, i.e., if the download time is larger than the estimated
client buffer filling level, the segment is prioritized. Next, the
controller installs a new OpenFlow rule on the prioritization
switch to guarantee a proper delivery of the analyzed segment,
i.e., best-effort or prioritized delivery. This way, the controller
only supports the delivery of particular video segments, rather
than determining the actual quality to be requested by the
clients. This approach is robust toward controller and switch
failures, as the clients can still operate even if prioritization
cannot be enforced into the network. Moreover, the proposed
OpenFlow framework can be deployed to optimize the delivery
of any existing heuristics. The OpenFlow framework has been
evaluated through emulation in several multi-client scenarios
in presence of realistic Internet cross-traffic. Results show that
the proposed approach can reduce freeze time due to network
congestion by more than 50% when compared to a baseline
client-based heuristic not supported by prioritization, without
impacting the performance of cross-traffic applications.

V. A MACHINE LEARNING-BASED FRAMEWORK FOR
PREVENTING VIDEO FREEZES IN HAS

The previous section presented a SDN framework that can
successfully avoid video freezes at the clients. Despite its good
performance, this approach requires the network controller to
know the client configuration, in terms of buffer behavior
and streamed video. Moreover, the proposed algorithms are
hardcoded and require a certain level of hand-tuning to reach
the best performance. For this reason, this section presents
a complete redesign of the prioritization logic, based on ML
algorithms. This way, the controller can autonomously learn
when an HAS segment needs to be prioritized. The ML-
based prioritization logic is composed of two modules, the
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Fig. 3. The ML-based prioritization framework can reduce the number of
freezes and average freeze duration by 65% and 45% across all tested videos,
when compared to the purely client-based FINEAS algorithm.

freeze predictor and the congestion detection modules. When
a segment is requested by a client, the freeze predictor has
to decide whether the download of the segment is going to
be affected by a freeze or not. This problem can be modelled
as a classification problem with two classes: freeze and non-
freeze. The classification is based on measurements obtained
by the controller without any a priori assumption on the
video and clients’ configuration, in terms of video bitrates,
segment duration, maximum buffer size and start-up buffering
time. This aspect clearly complicates the classification task but
allows a more general applicability of the proposed approach
in real environments. The prediction is performed by analyzing
the inter-arrival time of GET requests issued by the client,
the requested quality level and the available bandwidth for
HAS traffic in the best-effort queue. The predictor is trained
off-line using the RUSBoost classification algorithm, which is
particularly suited for classification problems affected by class
imbalance, as in the freeze prediction case [40]. In fact, only
a small percentage of a video is usually affected by freezes,
since in normal conditions the HAS principle is able to achieve
a continuous playout. The congestion detection module is used
instead to avoid congesting the prioritization queue and to
allow a fair share among the different clients. This detection is
performed by a fuzzy engine based on inputs as the bandwidth
in the prioritization queue, the requested quality level and the
number of consecutive prioritizations experienced by a client.
The freeze prediction and the congestion detection modules
return the probability for the current segment to freeze and the
probability for the current segment to congest the prioritization
queue, respectively. By combining these two factors, the
controller obtains the actual probability of prioritizing the
segment. A client is prioritized with a higher probability when
the risk of a freeze is high, as indicated by the freeze predictor,
and prioritizing the segment does not congest the prioritized
queue nor is unfair to the other clients, as indicated by
the congestion detection module. Extensive experimentation
under diverse network conditions, client configurations and
video sequences show that the proposed approach can reduce
video freezes and freeze time with about 65% and 45%
respectively, when compared to client-based benchmarking
algorithms (Figure 3).
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Fig. 4. The conference controller behaves as the terminal endpoint for both
the sender and the receivers, and performs the dynamic stream forwarding
and dynamic bitrate recomputation tasks.

VI. A SCALABLE WEBRTC FRAMEWORK FOR REMOTE
VIDEO COLLABORATION APPLICATIONS

The previous sections have focused on the optimization of
HAS solutions, which are the dominant technology in live
streaming and VoD scenarios. The goal of this section is to
provide a different perspective, by considering those streaming
cases that require low-latency and interactivity, as remote
conferencing, telehealth and remote teaching applications. In
this case, real-time communication solutions based on RTP are
generally used instead of HTTP-based solutions. Particularly,
the WebRTC protocol is of extreme interest in this case,
as it allows any two or more remote peers equipped with
a browser to communicate among each other, without the
need of external plugins. The WebRTC framework has been
developed with a peer-to-peer architecture in mind, meaning
the peers in communication, or senders, would need to encode
a separate stream for each receiving peer, the receivers.
This aspect entails that each receiver is associated with an
independent and dedicated encoder at sender-side, which is
expensive and does not scale well when the number of
participants is large (e.g., in a remote classroom scenario).
To solve these problems, this chapter proposes a WebRTC-
compliant framework where only a limited number of encoders
are used by the sending peers, much smaller than the number
of receiving peers. The high-level architecture of the proposed
framework is presented in Figure 4 (for the sake of simplicity,
the figure only depicts one sender). At sender-side, the remote
event is captured and encoded in different streams at different
bitrates, which are sent to the conference controller. The
controller is then responsible for the forwarding of the highest
sustainable stream to each receiver in the session, based on
their estimated bandwidth. This approach allows to relieve the
peer-to-peer architecture of classical WebRTC and improve the
scalability of the system. Indeed, each encoder at sender-side
is now associated with multiple receivers, with the number of
receivers usually much larger than the number of encoders.
Moreover, the video bitrate of the encoders at sender-side is
not static, but is periodically recomputed by the controller to
better follow the bandwidth conditions of the receivers. In the
proposed framework, each encoder at sender-side transmits to
multiple receivers at the same time. In order to maximize the
video rate received by the receivers, the encoded rate should

be as close as possible to the actual bandwidth of the receivers.
Static, fixed encoding bitrates are suboptimal, as the receivers’
conditions can change over time, especially in wireless envi-
ronments, where the available bandwidth can highly fluctuate.
By allowing the encoding bitrates to dynamically vary, it is
possible to follow the long-term bandwidth variations of the
receivers and, therefore, maximize the delivered video quality.
We formulate the dynamic bitrate recomputation problem as
an ILP formulation, which is executed every Topt seconds
by the conference controller. Moreover, we also propose
an alternative formulation based on the K-means clustering
algorithm to solve the bitrate recomputation problem in an
approximate but highly scalable way. The gains brought by the
proposed framework have been confirmed in both simulation
and emulation, through a testbed implemented using state-of-
the-art WebRTC software. In an emulated scenario where a
single sending peer equipped with three encoders transmits
to 28 receivers, the proposed framework improves the average
received video bitrate up to 15%, compared to a static solution
where the encoding bitrates do not change over time.

VII. CONCLUSIONS

In this dissertation, several optimizations have been pro-
posed for the efficient delivery of adaptive video streaming
services. These solutions make extensive use of network com-
ponents, developed and deployed to support the video clients
and improve their final QoE. Several future opportunities
and challenges can also be identified both in the domain of
network-assisted solutions and adaptive streaming in general,
which can profit from the work presented in this dissertation.
New streaming applications will appear in the near future, as
immersive video streaming, which are extremely bandwidth
intensive and require careful delivery in terms of quality and
latency. Also, ultra-low latency and high-mobility applica-
tions will become more and more important. These scenarios
concern not only real-time applications, but also machine-to-
machine communication, as in car-to-car entertainment sys-
tems or drones surveillance. New network paradigms as 5G
and softwarized networks, which can support both traditional
forms of communication and more unstructured ones, will be
essential to provide the best service to the final users.
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