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Abstract. An operation is called broadcasting if a node sends a packet to all other 
nodes in an ad hoc network. Broadcasting is an elementary operation to support 
many applications in ad hoc networks. Thus, many schemes have been proposed for 
reducing the number of re-broadcasting packets. However, to the best of our 
knowledge, few papers discuss the bound of necessary broadcasting packets. In the 
work, we derive formulas for estimating the number of required broadcasting 
packets by taking three different approaches. In addition, we also propose two 
protocols: the cluster-head-early method and the connected-dominating-set method 
to reduce the redundant rebroadcast packets without exploiting the mechanisms of 
hello messages or cluster formation. 

 
 

1. Introduction 

An ad hoc network consists of a collection of mobile nodes without centralized 
administration and infrastructure. Each node moves arbitrarily and therefore the 
network topology may change frequently. Nodes of these network act as routers that 
discover and maintain routes to other nodes. Applications of this type of network 
include emergency search-and-rescue operations, meetings in which persons want to 
share information, and data acquisition operations inhospitable terrain [11]. 

An operation is called broadcasting if a node sends a packet to all other nodes in a 
network. Broadcasting is an elementary operation to support many applications in ad 
hoc or sensor networks. For example, AODV uses broadcasting to find a main route 
[9]. Flooding is the most straightforward method for broadcasting. However, flooding 
results in two problems: 
(1) Redundant rebroadcasts: When a node receives the broadcast packet at the first 

time, it will rebroadcast the packet to all its neighboring nodes immediately. Such 
blind flooding results in lots of redundant rebroadcasts. In Figure 1, for example, 
node S initiates a broadcast, and then the neighboring nodes {1, 2, 4, 6, 7} of S 
receives the packet and rebroadcast it in turn. The rebroadcasts of node 3, node 5, 
and node 8 are redundant, since their neighboring node sets {12, 13}, {15, 16}, 
and {19, 20} have received the same packet in the broadcasting. 

(2) Heavy contention: When many neighboring nodes intend to broadcast messages at 
the same time, they will contend for network bandwidths with each other. 
Therefore, the time for the broadcasting will thus be seriously lengthened and the 
performance of the system will be degraded significantly. 
A traditional graph technique can be used to model the desired problem. In a 

graph G, a set S⊆V(G) is a dominating set if every vertex set not in S has a neighbor 
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in S. A connected dominating set if S is a dominating set in G and the induced 
subgraph GS is also connected. Theoretically, the problem to find the minimum 
number of rebroadcast is equivalent to finding a minimum connected dominating set 
containing a given vertex. However the above problem is NP-hard and seem exist no 
efficient algorithm so far [2]. 

Therefore, many heuristics have been proposed for reducing the number of 
re-broadcasting packets [6, 7, 10, 12, 14]. Some of them wait for a period of time to 
collect local connectivity information (and thus defer the completion time of the 
broadcasting) [6, 10, 12]. Other schemes pay high costs for maintaining cluster 
formation. 

Figure 1. Flooding results in lots of redundant rebroadcasts 

To the best of our knowledge, few papers discuss the bound of necessary 
broadcasting packets. The bound can be used to evaluate the performance of new 
broadcasting protocols. In the work, we attempt to derive formulas for estimating the 
number of required broadcasting packets by taking three different approaches. In 
addition, we also propose two protocols: the cluster-head-early method and the 
connected-dominating-set method to reduce the redundant rebroadcast packets 
without exploiting the mechanisms of hello messages or cluster formation. 

The rest of the paper is organized as follows. We survey related work in the next 
section. Section 3 shows three formulas and their derivations. In Section 4, two 
proposed schemes are described. Finally, Section 5 concludes the paper. 

2. Related Work 

In recent years, many approaches have been proposed to reduce the number of 
rebroadcast nodes [6, 7, 10, 12]. These can be classified into two groups: the cluster 
schemes and the non-cluster schemes. In the cluster scheme, the whole network 
consists of many clusters, and the cluster head manages the members of each cluster. 
Other nodes called gateways connect one cluster to another. In this scheme, only 
cluster heads and gateways can forward broadcasting packets. On the other hand, in 
the non-cluster scheme, every node in the network decides whether to rebroadcast a 
packet or not in a distributed mode. 

Obviously, flooding is the most straightforward approach for this kind of 
broadcasting problem. Every node in flooding forwards the received packet straightly 
and immediately. As expected, flooding results in serious redundancy, contention, and 
collision. 



In [6], Ni et al. proposed the counter-based scheme to alleviate the broadcast 
storm problem. When first receiving the broadcast packet, a node waits for a random 
number of time slots to hear the same packet from other re-broadcasting nodes. Each 
node is associated with a counter c to track the number of times of the same broadcast 
message received. Whenever c≥K, the node is forbidden to rebroadcast, where K is a 
chosen counter threshold. They analyzed the counter threshold and the extra area that 
can be benefited from a rebroadcast node, and found that when K≥4 the expected 
additional coverage is below 0.05%. 

The main idea of the proposed algorithm in [7] is that a node need not rebroadcast 
a message if all its neighbors have received the message. The algorithm consists of 
two phases: local neighbor discovery and data broadcasting. Each node in the 
algorithm waits for a period of time to collect information of neighboring nodes and 
rebroadcast nodes. As a result, the algorithm requires high overheads and defers the 
completion time of the broadcast significantly. 

A technique restricts the number of rebroadcast as much as possible by selecting a 
subset of neighbors, called multipoint relays [10], which cover the same network 
region as the complete neighbors do. In this paper, Qayyum et al. also showed the 
problem of finding a minimal multipoint relay set is NP-complete by reducing from 
the dominating set problem. Therefore, they proposed a heuristic algorithm to 
compute a multipoint relay set of cardinality at most log n times the optimal 
multipoint relay number, where n is the number of nodes in the network. Since the 
information needed to compute the multipoint relays is the set of one-hop and 
two-hop neighbors, which are collected by sending hello messages periodically, 
multipoint relays requires high overheads. 

3. Deriving bounds on the size of required re-broadcast nodes for 
broadcasting 

In this section, the size of required re-broadcast nodes in mobile ad hoc networks is 
estimated by using different techniques. Throughout this article, we define n to be the 
number of nodes deployed randomly in the network, and r the communication radius 
of each mobile node. 

3.1 The first formula 

An ad hoc network can be modeled as a geometry graph. A geometric graph G=(V, r) 
with nodes placed in 2-dimension space R2 and edge set E={(i, j)⏐d(i, j)≤r, where i, 
j∈V and function d(i, j) denotes the Euclidian distance between node i and node j}. 
Theoretically, the required rebroadcast nodes can be represented by a minimum 
connected dominating set. Let γc be the size of the minimum connected dominating 
set, and γ the size of the minimum dominating set. Since a connected dominating set 
is also a dominating set, we have that γ≤γc. A subset S of V is called an independent 
set of G=(V, E) is no two vertices of S are adjacent. We also let α denote the 
maximum size of independent set in a graph. 

It seems difficult to obtain the exact size of the minimum connected set even we 
collect the overall topology of interested ad hoc networks in a snapshot. However, the 



degree information of the corresponding graph would help to estimate the size of 
required broadcast nodes due to the following theorems. 

Theorem 1[1]: For any connected graph, γc≤3γ-2. 

Theorem 2 [13]: Every n-vertex graph with minimum degree σ has a dominating set 

of size at most
1
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Combining Theorem 1 and 2, we have the following theorem. 

Theorem 3: Every n-vertex graph with minimum degree σ, we have 

γc≤3×(
1

)1ln(1
+
++

×
σ
σn )-2. 

Sometime, the minimum degree σ is still difficult to know; however, when n 
mobile nodes are regularly distributed inside a square of length l units as shown in 
Figure 2, we may use the average degree of a vertex in the corresponding geometry 
graph to estimate the minimum degree σ. 
 
 
 
 
 
 
 
 
 

Figure 2. Arrange n nodes in l × l region 

The average degree of a vertex in the geometry graph is the number of points covered 
by the node’s communication range r (i.e., the number of points covered by a circle 
with radius r). To exactly compute the number of covered points, we need to tackle an 
unsolved problem in number theory [3]. Therefore, we adopt a different approach. 
The distance d between two points in Figure 2 is
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Figure 3. The expected number of nodes covered by a node 

Finally, we obtain the first upper bound of the minimum number of required 
re-broadcast nodes by the help of Theorem 3. 

Formula 1: We probably require at most 
1
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deployed area is fully covered by a connected mobile network. 

Another precise formula, which is listed below, for estimating the average number 
of neighboring nodes in a mobile ad hoc network has been proposed by Yen and Yu 
[15]. We also can use it instead of T when applying Formula 1. 

Theorem 4: The average (expected) neighbors of a node in an ad hoc network is 
(n-1)×(
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mlrmrlrr π+−− ), here A is a l×m rectangle deployed space and r is 

the communication radius of each mobile node. 

3.2 The second formula 

In this subsection, we try to derive another formula by estimating an upper bound of 
the maximum size of independent set. When the l×l deployed area is fully covered by 
a connected mobile network, the maximum size of independent set (α) is equivalent to 
the maximum number of circles each of which does not cover the center of any other 
circle. First, we deploy k circles in each of k rows where k=⎣l/2r⎦ (totaling k2 circles).  
Moreover, we can also add a circle in the middle of every two neighboring circles 
(Figure 4) (totaling 2×k(k-1) circles) and one circle in the center of four neighboring 
circles (totaling (k-1)2 circles). Thus we can easily obtain that 
α≤k2+2×k(k-1)+(k-1)2=(2k-1)2=(2×⎣l/2r⎦-1)2. 

 
 
 

 
 
 

Figure 4. The maximum size of independent set 



By Theorem 5 and above discussion, we can obtain the second upper bound. 

Theorem 5[1]: For any connected graph, γc≤2α-1. 

Formula 2: We require at most 2×(2×⎣l/2r⎦-1)2 nodes with communication range r to 
rebroadcast packets when the l×l deployed area is fully covered by a connected mobile 
network. 

3.3 The third formula 

Another different approach is introduced in the section. Let Χn={x1, x2, …, xn} be a 
set of independently and uniformly distributed random points. We use Ψ(Χn, r, A) 
to denote the random geometric graph (RGG) of n nodes on Χn with radius r and 
placed in area A. RGGs consider geometric graphs on random point configurations. 
Applications of RGGs include communications networks, classification, spatial 
statistics, epidemiology, astrophysics and neural networks [8]. 

A RGG Ψ(Χn, r, A) is suitable to model an ad hoc network N=(n, r, A) 
consisting of n mobile devices with a transmission radius of r unit length that are 
independently and uniformly distributed at random in an area A. When each vertex 
in Ψ(Χn, r, A) represents a mobile device, each edge connecting two vertices 
represents a possible communication link because they are within the transmission 
range of each other. A geometric graph and its representing network are shown in 
Figure 5. In the example, area A is a rectangle that is used to model the deployed 
area such as a meeting room. Area A, however, can be a circle, other different 
shapes, or even infinite space. 

Figure 5. A random geometric graph G with its representing network N=(6, r, A), 
where A is a rectangle 

Computing the probability of occurrence of specific subgraphs of a given RGG 
becomes important issues for modeling and evaluating the fundamental properties 
of wireless ad hoc networks. A simple algorithm for selecting a dominating set has 
been proposed Wu and Li [14]. Their algorithm selects the center of the induced 
path with length 2 (that is p2) as a member of the desired set. 
 
 
 
 
 
 
 

Figure 6. The subgraphs of p2 
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We can estimate the number of dominating set produced in their algorithm. 

Theorem 6[16]: For arbitrary three distinct edges ei=(u, v), ej=(u, w), and ek=(v, w) 
in a Ψ(Χn, r, A), the probability of these three edges form p2 is 4

4
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⎟
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u≠v≠w. 

With the help of Theorem 6, we can obtain the number of p2, denoted by N(p2). 

Theorem 7: The N(p2) in a Ψ(Χn, r, A) is 3× ⎟⎟
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Proof: First, we compute the number of hidden-terminal pairs in any RGG. Since 
each hidden-terminal pair consists of three distinct labeled vertices, we set S to be 
the selected three-vertex set. Since there are ⎟⎟
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⎞
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3
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three from n vertices and three different settings for labeling one from three as the 
center of the hidden-terminal pairs (i.e. the internal node of the induced path with 
length 2), we have the number of hidden-terminal pairs is 
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Then we can obtain the third formula listed as follows. 

Formula 3: The expected number of dominating set selected by Wu and Li’s 

algorithm in a Ψ(Χn, r, A) is n× ⎟⎟
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Proof: Let S be the selected three-vertex set. Since there are n possible centers in 
the system and ⎟⎟
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4. Two broadcasting protocols 

In the section, we design two protocols: the cluster-head-early method and the 
connected-dominating-set method for broadcasting in ad hoc networks. 

4.1 The cluster-head-early method 

The first approach is called the cluster-head-early method (CHEM) because it tries to 
make cluster-head nodes carry rebroadcasts early. It is helpful to first introduce a 
technique called the simple clustering method (SCM) that has been used for designing 
algorithms for the maximal independent set problem [4] and for devising the adaptive 
clustering for mobile wireless networks [5]. SCM associates each node with a distinct 
integer randomly selected from the set {1, 2, 3, …, n}, where n is a fairly large integer 



(See Figure 7). For convenience, we name each node the assigned integer from now 
on. 

According to their assigned numbers, SCM partition nodes of the network into 
three kinds of sets. A cluster head is a node whose assigned integer is the largest as 
comparing to its neighboring nodes. Note that a cluster head cannot be a neighbor of 
another cluster head. A cluster member is a node that at least one of its neighbors (not 
itself) is a cluster head. An independent node is a node that is neither a cluster head 
nor a cluster member. Figure 7 shows an example. The cluster head set, the cluster 
member set, and the independent node set are {48, 65, 84, 96}, {2, 20, 35, 40, 54, 87}, 
and {44} respectively. 

 
Figure 7. Partition network nodes into three sets 

However, CHEM is different from SCM. The intuitive idea of CHEM is described as 
follows. The rebroadcasts of cluster members would be redundant, provided cluster 
heads have already re-broadcasted the same packet. Cluster heads in our protocol are 
therefore planned to receive and rebroadcast the packet early. On the contrary, cluster 
members and independent nodes are required to wait for a period of time after 
receiving the first broadcast packet. 

Note that SCM will select nodes with large weights as cluster heads. Suppose 
node B (with assigned integer IntB) receives the first packet from node A (with 
assigned integer IntA). If IntB>IntA then node B in CHEM forwards the packet to its 
neighbors without hesitation. Otherwise, node B will wait for 
t=(1-(IntA/IntA+IntB))×T time to receive the same packet from other nodes, where T 
is a predefined constant. Note that the value of t is designed intentionally to inversely 
proportional to the value of IntA. 

We also associate each node with a counter c (this concept is borrowed from the 
counter-based scheme [6, 12]) to record the number of packets received. A counter 
threshold C is also chosen. Whenever c≥C in the period of t time, the node is 
forbidden to rebroadcast. An example is shown in the following figure. 

 

 
Figure 8. An example for CHEM 



Suppose that each single hop communication takes 0.1 seconds, and the count 
threshold C=3 and the selected constant T=1 second. In Figure 8, node 3 (the initial 
node) starts to broadcast a packet at t=0. Node 5, node 2, and node 7 receives the 
packet from node 3 at t=0.1. Since we have 5>3 (and 7>3), node 5 (and node 7) 
rebroadcasts the packet immediately. On the other hand, node 2 is scheduled to wait 
for 0.4 (=1-(3/(3+2))=2/5) seconds due to 2<3. Similarly, node 6 (at t=0.2) receives 
the packet and rebroadcast the packet immediately because 6>5. When t=0.3, node 2 
receives four packets from its neighbors. Since c=4>3=C (the count threshold), node 2 
is forbidden to rebroadcast the packet. 

4.2 The connected-dominating-set method 

The connected-dominated-set method (CDSM) consists of two phrases: the gathering 
phrase and the selection phrase. In the gathering phrase, every node in CDSM tries to 
collect neighboring node information through one-time flooding. So that the desired 
rebroadcast nodes can be determined and its size can also be reduced in the selection 
phrase. In a word, CDSM is devised for finding a small set of nodes as a connected 
dominating (CD) set (in graph term) which carry broadcast. We name these nodes 
dominating nodes. 

Suppose that each node x is allocated with a variable nblist (initialized to be 
empty), which denote the set of collected neighboring nodes of x. In the beginning of 
the selection phrase, the nblist of a broadcasting node will be sent to all its neighbors 
accompanied with the subsequent broadcasting message. Then the following three 
rules are applied to select suitable nodes into the CD set, each of which takes 
responsibility for hereafter broadcasting. A dominating node must satisfy the 
following three rules: 

Rule 1:  A dominating node received the first nblist and its nblist is not covered by 
sender’s nblist. 

Rule 2:  A dominating node must have two neighboring nodes x and y such that node 
x is not a neighbor of y. 

Rule 3:  If a dominating node receives another node’s nblist again, the dominating 
node will check whether its nblist is included in the union of the two 
collected nblists. If the answer is not, it will still be the dominating node. 
Otherwise, it is not a dominating node anymore. 

5. Conclusion 

In this work, we have derived three formulas for estimating the number of required 
broadcasting packets by taking different approaches. We also proposed two 
broadcasting protocols without exploiting the mechanisms of hello messages or 
cluster formation. We have conducted extensive simulations by using ns-2 and 
demonstrated that our protocols outperform the counter-based scheme and flooding in 
rebroadcast node and latency. Owing to page limit, however, this work excludes 
simulation results intentionally. 
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