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Abstract. Increased customization and shortening product life cycles pose a chal-

lenge for automation, especially in assembly. In combination with the nature of 

assembly tasks, which may require high level of perception, skill, and logical 

thinking, these tasks are often conducted manually, especially in certain indus-

tries (e.g. furniture, power tools) or small and medium-sized enterprises.  One of 

such tasks is the liquid level monitoring in gluing processes. Existing non-manual 

solutions are based on conventional and less flexible algorithms to detect the cur-

rent liquid level. In production environments with highly individualized prod-

ucts, a need for more performant models arises. With artificial intelligence (AI) 

it is possible to deduct decisions from unknown multidimensional correlations in 

sensor data, which is a key enabler for assembly automation for products with 

high degree of customization.  

In this paper, an AI-based model is proposed to automate a gluing process in 

a final assembly. Images of a gluing process are taken with a camera and a con-

volutional neural network is used to extract images features. The features are ap-

plied to train a support vector machine classifier to identify the liquid level. The 

developed model is tested and validated with a Monte-Carlo-simulation and used 

on a demonstrator to automate a gluing process. The developed model classifies 

images of liquid levels with over 98% accuracy. Similar results are achieved on 

the demonstrator. 
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1 Introduction 

Assembly processes are still the part of manufacturing with a low overall degree of 

automation [1]. This is due to the nature of assembly tasks, which often require a high 

level of perception, skill, and logical thinking [2]. Shorter product life cycles and higher 

customization lead to increased variance in product portfolio with low volumes up to 

batch size one. Since every product is going through final assembly, complete variance 

must be covered, which is further inhibiting automation. New trends such as industry 

4.0 and the rise of artificial intelligence (AI) in manufacturing promote increased auto-

mation and are key enabler for intelligent and smart manufacturing systems [3], [4]. 
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For a flexible automation of assembly processes of highly individual products, it is 

necessary to replace observations taken by humans with digital systems to start, exe-

cute, or stop (sub-) processes. For large batch sizes, tools, positions, process parameters 

etc. are usually adapted to fit a certain product. This procedure is not economical for 

small volumes with high product variability [5]. In some cases, process parameters are 

not known a-priori due to the characteristics of processed workpieces or the production 

environment. Especially in such situations manual work is still necessary. With AI it is 

possible to deduct decisions and actions from unknown multi-dimensional correlations 

in sensor data [6], which can be used for automation of highly individualized products. 

The focus of the authors’ research is assembly automation consisting of pick-and-

place and gluing processes in batch size one assembly scenarios. Workpieces are joined 

by placing them into bores in a carrier workpiece and then bonded with glue. Due to 

the properties of the carrier workpiece, the required amount of glue is unknown and 

standard volumetric process control is not applicable. In this paper, a model is proposed 

to detect the fluid level of glue in workpieces so that the mentioned gluing process can 

be started, monitored, and stopped. An optical sensor is used, which is applicable for 

different sensing tasks in the overall assembly processes. 

The next chapter gives a brief overview of related work and approaches of other 

authors. The methodology applied in this paper, experimental setup, results, and a con-

clusion are given in chapters 3-6. 

2 Related Work 

Detection of specific objects, features, etc. is a common issue in manufacturing and 

automation, and there exist many different solutions for different problems. In [7] the 

authors describe an image processing system directly related to glue detection, which 

shall be used in an LCD panel production. The authors showcase a camera-based sys-

tem which monitors and measures the width of an applied glue line by identifying the 

edges of the glue line with standard Canny edge detection algorithm and by calculating 

the distance between edge pixels of two detected edges (both sides of glue line).  

Several solutions for liquid / fluid detection in production environment using optical 

methods are proposed in the area of bottle filling. The camera is positioned so that a 

side view of the bottle is captured [8]–[12]. In [8], the authors propose to classify a 

bottle into under-filled, filled, and over-filled by using Canny edge detection algorithm 

to identify the surface of the liquid level. The detected surface is compared to a pre-

defined reference line. The average vertical distance of the detected edge pixels to the 

reference is taken to classify the bottle. Similarly, an ISEF edge detection filter is ap-

plied in [9] to identify the surface of the liquid and the lower edge of the cap. The 

averaged vertical distance between edge pixels in a defined region of interest (ROI) is 

compared to a threshold. The proposed method in [10] uses image segmentation based 

on color. After changing the color space, the extracted image is smoothened, binarized, 

and the dark liquid is separated from the bright background. The contour of the dark 

area is taken to calculate the filling level. In [11], a fast and simple method is developed 

to automatically measure the volume of liquid and the bubble phase on top of the liquid 
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in translucent cylindric vessels. Key of this method is the installation of an area light 

source and a black stripe combined with cropping and merging several image patches, 

which emphasize the liquid surface and bubble area. The actual detection is based on 

characteristic changes in histogram. In [12] the authors compare a conventional liquid 

detection approach via several mean filters with a neural network-based approach. De-

spite the very simple structure of the neural network (three layers), classification results 

are slightly improved compared to conventional approach. In [13] a dispensed glue drop 

on a workpiece is monitored to detect defects in the glue dispensing system. The authors 

use principal component analysis (PCA) to detect variation in the output and state 

whether a fault in the system exists. 

Showcased methods majorly apply conventional models to detect the surface of the 

liquid and compare it against predefined references or thresholds. This requires a con-

stant environment and specific settings for each product. In a continuous changing pro-

duction environment (e.g., robot mounted systems) with always changing products, 

more flexible and robust solutions are required.  

3 Methodology 

In this paper, an AI-based model is developed to robustly detect a fluid on a workpiece 

in order to automate an industrial gluing process. The development of the model fol-

lows the workflow presented in [6], which is depicted in Fig. 1. At first, the initial data 

set is generated. The classification is reduced to a binary problem and single images are 

labelled as “empty” or “full”. To achieve a sufficient size of data set, the data which is 

expected to be more influential, i.e., data points close to label change, are augmented 

following the method of importance sampling [14]. 

 

Fig. 1. Workflow for supervised and unsupervised Learning [6], p. 22 

The data is then randomly split into test and training set. The latter is used to train the 

model and to extract image features, which are used for classification. To extract the 

image features, a pre-trained convolutional neural network (CNN) is applied, because 

it is usually much faster and simpler than designing a new CNN [15]. The extracted 

features are used in a machine learning algorithm to classify the test set. Machine learn-

ing algorithms achieve similar performance and accuracy compared to deep learning 

classifiers by reducing the computational effort [16]. In the proposed model the 50 layer 

deep CNN ResNet50 in combination with a classifier based on a support vector 
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machine (SVM) are applied. The learned interdependencies are highly depending on 

the selected training set, which depends on the random drawing of the initial data set. 

An additional cross-validation is conducted. Via a Monte-Carlo-Simulation (MCS) [17] 

the impact of the randomly selected training data on the outcome is analyzed. 

In a final step, the model is used to classify new images, which are captured during 

a live gluing process. The gluing process is automatically stopped based on the result 

of the image classification. 

4 Experimental setup 

4.1 Applied detection model 

The detection of the glue is achieved with a hybrid detection model consisting of a 

pretrained CNN and an SVM. In a first step image features are extracted by the CNN, 

i.e. the activations of the output layer of the CNN. The pretrained CNN is not changed 

during feature extraction. Secondly, the activations of all images of the training set and 

their labels are used to train the SVM image classifier. The trained classifier is tested 

and validated with the test set. Here, image features are again extracted by the same 

pretrained CNN and forwarded to the SVM classifier for classification. 

The introduced models of other researches in chapter 2 mostly rely on conventional 

filters combined with defined thresholds. The decision rules to classify an image are 

programmed manually and applicable only for the specific boundary conditions in each 

use case. In contrast, the proposed model applies a decision rule generated by the 

computer itself based on the training data resulting in the SVM image classifier. By 

changing the ground data set, the model is applicable similarly in other use cases. 

Additionally, the resulting SVM classifier is expected to be significantly more robust 

towards changes in boundary conditions than conventional methods.  

 

Fig. 2. a): Designed test stand for initial data set generation. b): Demonstrator. 

4.2 Generation of Data Set 

In order to separate the modelling from the production line, a test stand is designed to 

create an initial data set. Based on this set, the CNN and the classifier are trained for 
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later use in a real gluing process. The initial data is created by recoding manually con-

ducted gluing trials as depicted in Fig. 2 a). Glue is filled through a nozzle and an inlet 

hole into a workpiece. A cradle is mounted above the workpiece and a smartphone is 

used to record the gluing process. The region of interest (ROI), which is the outlet hole, 

is cropped out of each frame resulting in 41x41 resolution images. The data is trans-

formed into 244x244x3 RGB pixel images, which are the required size for the Res-

Net50 input layer. The obtained images are then labelled into the categories (labels) 

“empty” and “full”. In total 605 images were created and used for further data set opti-

mization. In row “Label” in Table 1 examples for the images of the two labels are 

given.  

4.3 Optimization of Data Set 

For the training of the model sufficient amount of data is required. To increase the 

initial data set size, the data set is augmented by rotation and mirroring of selected 

images following the method of importance sampling. In this case, all the images which 

are labelled as “empty” but close to full and vice versa are augmented, since it is ex-

pected, that these images have a high impact on the decision rule to be determined. The 

final distribution of the data set is characterized by Table 1. Based on the initial 605 

video frames, a total data set of 3,000 images is created with importance sampling 

method.  

Table 1. Generated and optimized data set for image classification 

Data Frames from videos taken on test stand 

Label 

Empty (380 images) 

 

Full (225 images) 

 

Divide into more and less influential data for “importance sampling” 

Sublabel 

Clearly empty 

 

Close to full 

 
 

Sufficiently full 

 

Overfull 

 

 augment augment  

Data Set 1830 images 1170 images 

4.4 Validation 

From the label “empty” 1170 images are randomly selected so that both classes are of 

same size. The generated data set is randomly split into training data and test data in 

the ratio 70:30. The training set is used to train the model. The test set is classified, and 

the result is compared to the original label. In an MCS, the training of the SVM image 

classifier is repeated 500 times with a different random selection of label “empty”, 

training set, and test set.  

In a final validation step, the SVM trained with the identified image features ex-

tracted by CNN is used on a technology demonstrator to classify new images, which 

are not part of the initial data set. On the demonstrator glue is automatically pumped 
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through a nozzle into the inlet hole and the outlet hole is monitored by an industrial 

fixed lens camera (see Fig. 2 b)). A ring light with red LED is used to illuminate the 

scenery and to reduce the environmental impact. The red image plane is taken for fur-

ther processing. The cropped ROI has a different resolution compared to the initial data 

set and is grayscale but covers a similar physical area. The resulting grayscale image is 

transformed into the required model input size and classified by the SVM. If an image 

is classified as full, the gluing process is stopped. The trials are conducted in bright and 

dark environmental situations. 

5 Results 

The proposed model to detect fluid level in workpieces achieves an overall prediction 

accuracy of >98%. The model is cross validated with an MCS and trained 500 times 

with different, randomly selected training and test set configurations. The prediction 

accuracy varies over the 500 simulations in the interval from 93-99.5% (see Fig. 3). All 

wrong classifications are on images which are directly at the boarder to the other label. 

I.e., the images are either of the first frames of a video, which are labelled as full or the 

last frames of a video which are labelled as empty (cf. categories Table 1).  

  

Fig. 3. Results of overall classifier performance under varying data based on MCS. 

The model is then applied on a technology demonstrator. It is used to stop a gluing 

process based on the classification of the glue level. At 35 conducted gluing trials, the 

proposed method stopped the process in all cases correctly. A selection of the images 

classified as full during the trials is shown in   Table 2 to highlight the differences 

between the images used for training and the images obtained during the live gluing 

process. As depicted, the trials are conducted in a daylight and night scenario. 

  Table 2. Images classified as full during demonstrator validation. 

Bright environment 
 

Dark environment 
 



7 

6 Summary 

In this paper, the authors propose a new model to detect glue level in workpieces. The 

hybrid detection model consists of the pretrained convolutional neural network 

ResNet50 and a support vector machine image classifier. The used ground data set is 

generated on a test stand with a standard smartphone camera where images of a gluing 

process are taken. The obtained images are labelled into the two classes ‘full’ and 

‘empty’. Based on the generated data set, the classifier is trained with image features 

extracted by the neural network and used to classify new images. 

The developed model classifies the test images with a very high accuracy. Based on 

a cross validation with 500 random distributions of training and test data of the initial 

data set, in average 98% of all images are classified correctly. Furthermore, the pro-

posed model can be applied in a real gluing process with significantly different bound-

ary conditions compared to the test stand, especially the lighting conditions. In con-

ducted trials on a demonstrator, the developed model stopped a gluing process based 

on the glue level classification in all cases correctly. It is shown that the proposed AI-

based model can deduct decisions from unknown multidimensional sensor data. This is 

necessary for automation of processes, where important production parameters are not 

known a-priori. In combination with an automated region-of-interest prediction, which 

is subject to adjacent research of the authors, a flexible gluing system as part of an 

assembly system for products with high degree of customization up to batch size one is 

developed. In ongoing experiments, the developed model is compared to other 

approaches (conventional filter, machine learning, deep learning) from both computer 

science and production perspective. 
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