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Abstract. With the continuous development of cybersecurity texts, the
importance of Chinese cybersecurity named entity recognition (NER) is
increasing. However, Chinese cybersecurity texts contain not only a large
number of professional security domain entities but also many English
person and organization entities, as well as a large number of Chinese-
English mixed entities. Chinese Cybersecurity NER is a domain-specific
task, current models rarely focus on the cybersecurity domain and cannot
extract these entities well. To tackle these issues, we propose a Multi-
Task Learning framework based on Adversarial Training (MTLAT) to
improve the performance of Chinese cybersecurity NER. Extensive ex-
perimental results show that our model, which does not use any exter-
nal resources except static word embedding, outperforms state-of-the-
art systems on the Chinese cybersecurity dataset. Moreover, our model
outperforms the BiLSTM-CRF method on Weibo, Resume, and MSRA
Chinese general NER datasets by 4.1%, 1.04%, 1.79% F1 scores, which
proves the universality of our model in different domains.

Keywords: Cybersecurity - Named entity recognition - Adversarial train-
ing - Multi-task learning.

1 Introduction

Named entity recognition is the task to identify entity boundaries and the recog-
nition of categories of named entities, which is a fundamental task in the field
of natural language processing (NLP).

The NER task in the general domain mainly identifies three types of entities:
Person(PER), Organization(ORG), and Location(LOC).

Cybersecurity NER is a domain-specific task, which mainly extracts profes-
sional security entities from cybersecurity texts. In the domain of cybersecurity,

* Corresponding author
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Casel: HIDDEN COBRAR#MIZ M, TEMEH T BFEDDOSE ML, ZEBIRK Hith
525 T B fnDestover, Wild PositronFlHangmanZk,

(Among the multiple attacks launched by HIDDEN COBRA, DDoS botnets, button tracking, and other
malicious program tools such as Destover, Wild Positron, Hangman, etc. were mainly used.)

HIDDEN COBRA: Organization

DDosf@F [ & (DDoS botnets), &2 7 (malicious program): Relevant Term

Destover, Hangman,Wild Positron: Software

Case2: R2HHIFYIEKSunilYadav iR THE—NRGI, FHABINEEE — NI AIPayloadsk
RIMFFHSQLENRIRE

(Security education expert SunilYadav will discuss a case and explain how to discover and exploit SQL
injection vulnerabilities through an encrypted Payload.)

SunilYadav: Person
SQLF N i (SQL injection vulnerabilities), finZ (encrypted), Payload: Relevant Term

Fig. 1. Examples of the Chinese cybersecurity NER dataset. Organization (ORG),
Relevant Term (RT), Software (SW), and Person (PER) are categories of cybersecurity
dataset entities.

English NER [5, 18] research is much more than Chinese NER [16]. Compared
with English NER, Chinese named entities are more challenging to identify due
to their uncertain boundaries and complex composition. In this paper, we focus
on Chinese cybersecurity NER. As shown in Fig. 1, compared with Chinese gen-
eral NER tasks, entity extraction in the cybersecurity domain is a challenging
task mainly because Chinese cybersecurity texts are often mixed with English
entities, such as person, hacker organizations, and security-related entities (e.g.,
DDOSIE M%& (botnets), SQLIFE A (injection)).

In this paper, we propose a novel framework, named multi-task learning
based on adversarial training (MTLAT), to tackle the aforementioned challenges
in Chinese cybersecurity NER. We design an auxiliary task to predict whether
each token is an English entity, a Chinese entity or a non-entity to jointly train
with NER task, which helps the model to learn semantic representations of
named entities and to distinguish named entities from sequences in the Chinese
cybersecurity domain. We also use Convolutional Neural Network (CNN) to en-
hance the ability of the model to capture local contextual information among
characters sentences, which is also helpful for identifying English and security
entities. Adversarial training is to enhance the security of machine learning sys-
tems [3] by making small perturbations to the input designed to significantly.
In the NLP tasks, since the input text is discrete, the perturbation is added to
the continuous the embedding layer as a regularization strategy [14] to improve
robustness and generalization of the model.

With the above improvements, we can greatly boost the performance of the
model in the extraction of name entities in the Chinese cybersecurity dataset.
In summary, our main contributions are as follows:

— We propose a multi-task learning framework based on adversarial training
(MTLAT) to imporve the performance of Chinese cybersecurity NER, and
we use the CNN network to enhance the ability of the model to capture local
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contextual information. Our model can well extract cybersecurity entities
and English entities from Chinese cybersecurity texts.

— Our model achieves state-of-the-art F1 score on the Chinese cybersecurity
NER dataset without using any external resources like lexicon resources and
pre-trained models, which make it very practical for real-world NER systems.
Furthermore, compared to the BILSTM-CRF model, our model improves F1
scores on Weibo, Resume, and MSRA datasets in the general domain for
4.1%, 1.04%, 1.79%, which proves the universality of our model.

Our code and data are publicly available!.

2 Related Work

2.1 NER

Recently, in the NER task, compared to the traditional methods that required
hand-crafted features, many NER studies mostly focus on deep learning. [4]
firstly proposed the BiILSTM-CRF, which is used by most state-of-the-art mod-
els.

Chinese NER is related to word segmentation. Therefore Chinese NER mod-
els have two main methods, one based on word-level and the other based on
character-level. Recently, many studies [9,10] proved that the model based on the
character-level is better than the model based on the word-level. Because word-
level models often suffer from data sparsity caused by overly large dictionaries,
and it will also cause word segmentation errors and out-of-vocabulary (OOV)
problems. Character sequence labeling has been the dominant approach [2,12]
for Chinese NER. [19] proposed a lattice LSTM model, which integrates word-
level information to the character-level model, but the lattice LSTM model can
not batch-level training samples.

Recently, multi-task learning (MTL) gains significant attention. [15] proposed
a model to train NER and word segmentation jointly. [1] proposed a NER model
with two additional tasks that predict the named entity (NE) segmentation and
NE categorization simultaneously in social media data. [20] proposed a novel
deep neural multi-task learning framework to jointly model recognition and nor-
malization on the medical NER task.

Recently, with the increasing number of cyberattacks, cybersecurity texts
are also rapidly increasing. How to extract valuable information from cyberse-
curity texts has gradually become a research hotspot. [5] provided an English
cybersecurity dataset that contained several categories of security entities and
use CRF to solve this problem. [16] provided the Chinese cybersecurity dataset
and use the CNN network to obtain the local feature of each character and use
some hand-craft features into BILSTM-CRF for entity extraction. These meth-
ods do not perform well in solving the aforementioned challenges in Chinese
cybersecurity NER.

! https://github.com/xuanzebi/MTLAT
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Fig. 2. The main framework of our MTLAT model.

2.2 Adversarial Training

Recently in the field of NLP, there has been a lot of researches [6,14,21] on
adversarial training, mainly to obtain more accurate perturbations and add it to
the embedding layer to improve the robustness and performance of the model.
[14] proposed two adversarial training methods, fast gradient method (FGM)
and virtual adversarial training (VAT), to enhance generalization of the model by
adding perturbation on the embedding layer. To improve the robustness of neural
networks against adversarial examples, many researchers pay more attention to
propose more effective defense strategies and models. [13] proposed a projected
gradient descent (PGD) method, which can be achieved reliably through multiple
projected gradient ascent steps followed by a stochastic gradient descent step.
[21] proposed a novel adversarial training algorithm Free Large-Batch (FreeLB),
based on the Transformer network, which promotes higher invariance in the
embedding space by adding adversarial perturbations to the embedding layer
and minimizing the resultant adversarial risk inside different regions around
input samples.

3 Methodology

In this paper, we propose a novel neural network framework, named multi-task
learning based on adversarial training, for Chinese cybersecurity NER. The
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structure of the proposed model is shown in Fig. 2. In this section, we first
introduce the adversarial training used in MTLAT, and we then introduce the
encoding framework of the model and then introduce the decoding and training
based on adversarial training and multi-task learning.

Formally, we denote a Chinese sentence as s = {c1,¢2,...,¢,}, where ¢;
denotes the i;; character, n is the number of characters in the sentence. By
looking up the embedding vector from a static character embedding matrix, we
obtain x; = E (¢;), where x; € R% and d, is the dimension of the input character
embeddings, F is a character embedding lookup table.

3.1 Adversarial Training

In the field of NLP, since the input is discrete, the perturbations are mostly added
to the embedding layer, which can enhance the robustness and performance of
the model. Generally, adversarial training can be described by the following
formula. Adversarial training seeks to find optimal parameters 6 to minimize
the maximum risk for ryg,:

minE yop | max L (X+regw,y,0) (1)
7 lraasll<e
where x = {x1,X2,...,X,}, y is the sentence label sequence, D is data distri-

bution, L is loss function. When get r,q, through the following methods, then
add perturbations r,4, to the character embedding x to get new embeddings x*,
then feed x* to the model to calculate the adversarial loss:

redv — (x*,9,0) = L (X + rogu,y,0) (2)

In this paper, we use the PGD [13] method to calculate the perturbation
rudv- Then we introduce the most effective method of adversarial training, PGD,
because it can largely avoid the obfuscated gradient problem.

PGD: [13] proposed to solve the inner maximization of Eq.1 by using PGD (a
standard method for large-scale constrained optimization) method. In particular,
PGD takes the following step in each iteration:

g(ry) =ViL(x+r,y)

_ 3)
riv1 = Hjppp<e (re +ag(re) /g (re)ll )

where g (r;) is the gradient of the loss with respect to r, and I1|;,.<. performs
a projection onto the e-ball. After k-step PGD, add perturbation ry to the char-
acter embedding:

X" =x+ry (4)

3.2 Encoding Layer

When using adversarial training methods to add perturbation r,4, to the char-
acter embedding vector x, the embedding vector input for the current model is
x*, and then feed it to our encoding layer.
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BiLSTM: Most studies use BILSTM to obtain text representations when pro-
cessing text data, because it is a sequence model that can learn the internal
connections of the text well and use context information of the text. In this
paper, we use the character-level BiILSTM as the main network structure. We
obtain the contextual representation H = {hy,hs,...,h,}, where H € R"*d
and dj, is the hidden dimension of BiLSTM output:

W, = LSTM® (x;‘, ﬁ¢_1>
Y= LsTM® (x:, RH) (5)
h; = [E)u %z]

Convolutional Layer: Convolution layers are performed at every window
based location to extract local features. We apply a convolutional layer to extract
character representation to enhance local feature, which is helpful for extracting
English entities and security entities. By the same padding, filters are applied to
n possible windows in the sequence and the local contextual representation can
be represented as G = {g1, ;- --,0,}, where G € R"*% and d.. is the hidden
dimension of CNN output:

g; = Re LU (Wix_, 1, +b1) (6)
where Wy € R"*dexde and by € Rh*9 are learnable parameters, x;_, 41, refers
to the concatenation of character xj ;. ,,X; ; o,...,%; with h window size of

filters are applied to the input sequence to generate character embedding repre-
sentation. Finally, concat the representation obtained by BiLSTM and CNN:

R = [H;G] (7)

where R € R"*(dn+de) Then feed R to CRF and multi-task network to calculate
the NER loss and multi-task loss.

3.3 Training

NER task: We use the CRF layer as the decoding layer of the NER task and
calculate the probability of the ground-truth tag sequence p (y; | s;), and then
we can calculate the NER task loss:

N
Lige = = log (p(yi | s:)) (8)
i=1
€xXp (Zz (Ayz‘—lyyi + Wyl Rl))
D yey €XD (Zl (Ayéil,y; + Wy;RZ))
where ) denotes the set of all possible label sequences, A is the probability

of transitioning from one tag to another. W, is used for modeling emission
potential for the i, character in the sentence.

ply | s) = 9)
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Table 1. Statistics of the Chinese cy- Table 2. Statistics of Chinese general NER

bersecurity NER dataset. datasets.

Type Train | Dev | Test Dataset| Type | Train |Dev| Test
Sentences | 38.2k | 4.8k | 4.8k Sentences| 46.4k | - | 4.4k
Chars  |2210.3k|270.1k[278.4k MSRA | Chars [2169.3k| - |172.6k
PER 9944 | 1355 | 1291 Entities | 74.8k - 6.2k
ORG 14557 | 1727 | 1861 Sentences| 1.4k [0.27k|0.27k
LOC 18958 | 2290 | 2467 Weibo | Chars | 73.8k |14.5k| 14.8k
SW 5397 | 719 | 647 Entities | 1.89k [0.42k| 0.39k

RT 64471 | 7753 | 8263 Sentences| 3.8k [0.46k| 0.48k
VUL_ID 265 | 25 | 30 Resume| Chars |124.1k [13.9k| 15.1k
Total Entities| 113.5k | 13.8k | 14.6k Entities | 1.34k |0.16k| 0.15k

Awuziliary task: Inspired by the [11], to better distinguish between Chinese and
English entities, we add an auxiliary task to predict whether the pred tokens are
Chinese entities, English entities, or non-entities. Additionally, the auxiliary task
acts as a regular method to help the model to learn general representations of
named entities. Given a set of training example {(si,jfi € R"X?’)}‘il for the
auxiliary task, the auxiliary task loss can be defined as follows:

p(y | s) = softmax (W2R + by) (10)
| X

Ly = N Zﬂi log (p (¥ | 5:)) (11)
i=1

where Wy € R(@:+de)x3 and by € R? are trainable parameters, § is the auxiliary
task gold label of the sentence s.

Through adversarial training, we can get the NER task loss LEL and the
auxiliary task loss L&', then we add these two losses to update parameters of

the model by backpropagation algorithm for jointly training:
Lo = Ligy + oLy (12)

where « is the balancing parameter.

4 Experiments

4.1 Datasets

Chinese Cybersecurity NER Dataset: [16] collected and labeled the Chi-
nese cybersecurity NER dataset from the Freebuf website and the Wooyun vul-
nerability database, mainly including security text data such as technology shar-
ing, network security, vulnerability information, etc. The Chinese cybersecurity
dataset includes six types of security entities, including names of the person
(PER), location (LOC), organization (ORG), software (SW), relevant term (RT)
and vulnerability (VUL_ID). In this paper, we mainly evaluate our model on a
larger dataset that they open source?. The specific analysis is shown in Table 1.

? https://github.com/xiebo123/NER
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Table 3. Results with different methods on the Chinese cybersecurity NER test
dataset.

Models Precision(%) Recall(%) F1(%)
Baseline 90.74 89.40 90.07
w/ FGM 91.81 90.25 91.03
w/ VAT 91.65 89.53 90.58
w/ PGD 92.37 90.25 91.30
w/ FreeLB 92.60 89.73 91.14
w/ MTL 91.55 90.10 90.82
w/ CNN 92.31 90.17 91.23
Lattice LSTM 91.07 91.36 91.21
MTLAT (ours) 92.90 90.74 91.81

Chinese General NER Datasets: We also evaluate the effect of our model on
Chinese general domain NER datasets, Weibo NER [15], MSRA [8], and Resume
NER [19]. Their statistics are listed in Table 2. Weibo NER is based on the text
in Chinese social media Sina Weibo. MSRA comes mainly from news domain.
Resume NER is collected from Sina Finance. These domains are the domains
that the public often pays attention to, and can be unified into general domains.
On the contrary, except for security personnel, the cybersecurity domain has
received little public attention.

4.2 Comparison Methods

Baseline model: In this paper, we use the character-level BILSTM-CRF [7]
model as the comparison baseline method. We also explore the four different
methods of adding adversarial training (FGM, VAT, PGD, and FreeLB) based
on the baseline model.

Lattice LSTM: Lattice LSTM [19] incorporates word-level information into
character-level recurrent units, which can avoid segmentation errors. The Lattice
LSTM achieves state-of-the-art performance on the Chinese general domain NER
datasets.

4.3 Hyper-Parameter Settings

For hyperparameter configuration, we adjust them according to the performance
on the development datasets for all NER datasets. For all of the datasets, we use
the Adam optimization to train our networks, and the initial learning rate was
set at 0.015 for the cybersecurity NER dataset, 0.005 for other NER datasets.
We set « in Eq. 12 to 1. We set the hidden sizes of BILSTM to 256 dims. We use
one layer of CNN with an output channel size of 200 and set the window size as
3. The character embedding used in our all experiments are from [17]. To avoid
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— Baseline
—— Baseline+FGM
Baseline+VAT 0.90
—— Baseline+PGD
—— Baseline+FreelB

—— Baseline

—— Baseline+PGD

0.65 —— Baseline+MTL
Baseline+CNN

—— MTLAT

4 30 60 90 120 150 [ 30 60 90 120 150
epoch epoch

Fig. 3. Loss of the Chinese cybersecurity Fig.4. F1 scores against training itera-
development dataset with four different tion number on the Chinese cybersecurity
adversarial training methods. development dataset.

overfitting, we apply dropout (50% dropout rate) on the character embedding
and (20% dropout rate) on the output layer. We use "BIEOS” as the decoder
tag scheme for all datasets.

5 Results and Analysis

5.1 Results on the Chinese Cybersecurity NER Dataset

We first compare the impact of different adversarial training methods on the
Chinese cybersecurity test dataset. As shown in Table 3, adding any kind of
adversarial training method to the baseline model can improve the F1 score on
the cybersecurity dataset, which proves the effectiveness of adversarial training.
PGD and FreeLLB use K-step iterations to obtain the optimal perturbations and
obtain a higher F1 score. In addition, Fig. 3 compares the loss effect of these four
methods (FGM, VAT, PGD, and FreeLB) on the development dataset. Among
the four adversarial training methods, PGD can obtain better robustness and
generalization on the development dataset. Therefore, the PGD method is used
in our MTLAT model. We find that adding the auxiliary task (MTL) to the
baseline model is helpful for recalling entities. And using the CNN network
can enhance the local feature representation of the text, greatly improving the
precision and recall score of entity extraction. Fig. 4 shows the comparison of the
effect of adding CNN, PGD and MTL to the baseline model on the development
dataset. It shows that the MTLAT achieves the best performance by adding
these three methods to the baseline model.

[19] introduce a lattice LSTM to incorporate external lexicon information
into the model. Compared with the baseline model, the F1 score of the lattice
model using external data is improved by 1.14%. Table 3 shows that our MTLAT
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Table 4. F1 scores on Chinese general NER test datasets. 1 represents the word-level
LSTM model, 2 indicates the character-level LSTM model, and 3 is the lattice LSTM
model.

Models Weibo Resume MSRA
Zhang and Yang(2018) [19]'  47.33 93.58 86.85
Zhang and Yang(2018) [19]*  52.77 93.48 88.81
Zhang and Yang(2018) [19]*  58.79 94.46 93.18
Baselinef 54.05 93.62 89.45
Baseline-CNN-PGD 58.15 94.66 91.24

Table 5. Case Study. We use red to denote the correct labels, blue to denote the
wrong labels and purple to denote entities in the sentence. SW means software and
LOC means location.

BRAL T = THEZAGIERE rTae2 Wind2Industroyer.
Sentences (The culprit of the invasion of the Ukrainian industrial
control system may be Win32Industroyer.)

- B3¢ = (Ukrainian) (B-LOC, I-LOC, E-LOC)---

Case| CGold label - 'Win32Industroyer (B-SW, I-SW, E-SW)---
Baseline -+ B3 = (Ukrainian) (B-LOC, I-LOC, E-LOC)--
predicted label ---Win32Industroyer (O, O, O)---
MTLAT - 558 = (Ukrainian) (B-LOC, I-LOC, E-LOC)---
predicted label --Win32Industroyer (B-SW, I-SW, E-SW):--

model achieves 91.81% F1 score on the test dataset, which outperforms the
lattice LSTM by 0.6%. Overall, our model does not require any external data
on the cybersecurity dataset to achieve state-of-the-art performance, which can
be more easily applied to real-world systems.

5.2 Results on Chinese General NER Datasets

Because there are few English entities in the general domain of NER datasets,
we do not apply the auxiliary task on general domain datasets. We only add the
adversarial training method PGD and CNN network to baseline model, namely
Baseline-CNN-PGD. The results are reported in Table 4. It shows that our
character-level baseline model outperforms the same network proposed by [19].
It can see that our model Baseline-CNN-PGD outperforms the best character-
level and word-level models on all three datasets. Although the results of our
model on Weibo and MSRA datasets are slightly lower than Lattice LSTM,
Lattice LSTM leverages external lexicon resources and can not batch training,
resulting in highly inefficient. It proves that adversarial training can improve
the robustness and generalization of the model, and the CNN network enhance
the ability of the model to capture local contextual information, which are of
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great help to improve the performance of the model, and further proves the
universality of our model in different domains.

5.3 Case Study

To show visually that our model can solve the challenges of identifying English
entities, a case study comparing the baseline model and our model in Table 5. In
the case, there are two entities, a Chinese location entity ” &% = (Ukrainian)”
and an English software entity ”Win32Industroyer”. The baseline model can
extract Chinese entities well, but it incorrectly recognizes English entities, while
our model can extract not only Chinese entities well, but also English professional
security entities.

6 Conclusion

In this paper, we propose a multi-task learning framework based on adversarial
training (MTLAT) method to enhance the performance of Chinese cybersecurity
NER. We incorporate adversarial training into the embedding layer to improve
robustness and generalization of the model and use the CNN network to enhance
feature local representations. Extensive experiments show that our model does
not require any external data on the Chinese cybersecurity dataset to achieve
state-of-the-art performance, which can be more easily applied to real-world sys-
tems. Moreover, compared with the BILSTM-CRF method, our model has 4.1%,
1.04%, 1.79% F1 scores improvement on Weibo, Resume, and MSRA datasets,
which proves the universality of our model in different domains.
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