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Abstract. The medical diagnosis and determine a correct medical procedure 

represent a comprehensive process that consists of many input information and 

potential associations. This information can lead to clinical reasoning to resolve 

a patient's health problem and set the treatment. Effective communication be-

tween the medical expert and data analyst can support this process more effec-

tively, dependent on the available data. It is essential to create a shared vocabu-

lary for this cooperation to reduce possible misunderstandings and unnecessary 

experiments. In our work, we performed exploratory data analysis, statistical 

tests, correlation analysis, and logistic regression in close cooperation with the 

participated expert thanks to whom we could verify the achieved results of our 

models. The collaboration between the medical expert and data analytic re-

quires a lot of communication and explanation from the medical expert because 

of the correct interpretation of the medical data and its resulting associations. 

On the other hand, it requires a proper understanding of the task from the data 

analyst's point of view, a lot of iterations of graphs, and other models, which 

must be modified to be easy to read and interpret. 

 

Keywords: medical expert, data analysts, collaboration, thyroid. 

1 Introduction 

The medical diagnosis and determine a correct medical procedure represent a com-

prehensive process, where it is necessary to consider some variables and relationships 

among them. The medical record consists of a quantity of information about the pa-

tient, such as necessary information (age, year of born, weight, height, etc.), its results 

of tests, disease data and its development, and so on. All the medical records' infor-

mation is useful because of the determination of the right medical treatment of partic-
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ular diseases. Based on them, the physician can find hidden dependencies between 

identifiable symptoms and potential definite diagnosis. 

Among the critical skills of all physicians belong to constructing diagnosis, choos-

ing diagnostic tests, and interpreting the results. These skills are essential in the diag-

nosis process. The diagnosis process [1] is a process like any other. The process is 

particularly complex patient-centered because it includes many handoffs of infor-

mation or materials and clinical reasoning to determine a patient’s health problem. 

The diagnostic process draws on an adaptation of a decision-making model that de-

scribes the cyclical process of information gathering, integration, and interpretation, 

and forming a diagnosis.  This process and decision making can be particularly com-

plicated when caring for older patients with aging diseases, such as hypertension. 

Aging diseases typically appear as multiple comorbidities, which imply complex, 

often non-linear relationships between disorders [2]. Little is known about these rela-

tionships. Patients’ classification into smaller, more homogeneous groups would be 

necessary to help decision making.  

Thyroid diseases can occur at different ages, and the type of disorder is somewhat 

age and sex-related. The most common thyroid disorder in older people, prevalently 

women, is subclinical hypothyroidism [3]. It is prevalent in persons with hypertension 

and with decreased renal function. Although without overt clinical symptoms, this 

disorder is associated with an increased risk of CVD and cognitive impairment. The 

relationships between the TSH hormone levels and BMI and other CV risk factors, 

depending on different stages of renal function decline, in persons with hypertension 

are poorly known. In this critical area of clinical decision making, there may be the 

benefit of data analytics methods and collaboration between a data analyst and the 

medical expert. 

 

1.1 Thyroid disease and hypothyroidism 

Thyroid gland diseases are the most prevalent endocrine disorders. They have a rela-

tively high incidence in the general population, and these diseases occurred more 

often in women. Thyroid disease may occur in 5 – 10 % of the general population and 

in women in middle-aged to older age 10 – 15 %. The regions with iodine-deficient 

constitute a third of the world population, what it can be an essential risk factor for the 

onset of goiter and hypothyroidism. The prevalence of hypothyroidism and hyperthy-

roidism is different between women and men. Hyperthyroidism is prevalent in 0.5 – 2 

% of women and 0.1 – 0.2 % of men, whereas hypothyroidism occurs in 0.06 – 1.2 % 

in women and 0.1 – 0.4 % in men [4]. 

Hypothyroidism [5] is a common endocrine disorder, and it affects hundreds of 

millions around the world. This disorder is resulting from a deficiency of thyroid 

hormones or by the complete loss of its function. About 95 % of hypothyroidism cas-

es occur as a result of primary gland failure. One of the grades of hypothyroidism is 

subclinical hypothyroidism [6]. This disorder is a prevalent disorder among middle-

aged and elderly patients. It represents a state with increased thyroid-stimulating hor-

mone - TSH and typical values of thyroxine – T4 and triiodothyronine – T3. If the 

values of TSH are above 4.0 mU/l, it represents increased levels. By their increase, 
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the subclinical hypothyroidism can be divided into a mild form (values from 4.0 – 

10.0 mU/l) and a more severe form (values above 10.0 mU/l). Most patients with 

subclinical hypothyroidism have no symptoms that would indicate this disorder. So, 

the diagnosis of this hypothyroidism is made based on laboratory findings. Among the 

general symptoms of hypothyroidism can include [7]: less energy, more fatigue, drier 

and itchier skin, drier and more brittle hair and more hair loss, loss of appetite, weight 

gain, slow thought and speech, muscle cramps and joint aches, slowing of heart rate, 

slightly higher blood pressure, higher cholesterol level, hoarse voice or depression. 

The only way to know whether you have hypothyroidism is with a blood test. The 

complete cure of hypothyroidism is cannot possible, but it can be treated by wholly 

controlled. Hypothyroidism is treated by replacing the amount of hormone that thy-

roid can no longer make to bring T4 and TSH levels back to normal levels. T4 re-

placement can restore the body's thyroid hormone levels and the body's function if the 

thyroid gland cannot work right. 

1.2 Related works 

Data analytics is becoming a strategically important tool for many organizations, 

including the healthcare sector. The goal is to search for new patterns and knowledge, 

which are not visible sometimes for the first look or to confirm an assumption of the 

physician on more large data samples. This process requires intensive collaboration 

between analysts and relevant domain experts. In this section, we present some works 

related to this crucial aspect of the analytical process and some existing studies related 

to thyroid disease. 

The research group of professor Andreas Holzinger propose a concept called an in-

teractive machine learning with a human-in-the-loop, i.e. “algorithms that can interact 

with agents and can optimize their learning behavior through these interactions, where 

the agents can also be human.” [8], [9]. Mao et al. investigated various aspects of the 

collaboration between data scientist and domain experts through the interviews with 

bio-medical experts collaborating with data scientists. They identified bottlenecks like 

collaboration and technology readiness or coupling of work dimensions [10]. Jean-

quartier and Holzinger applied a visual analytics process in cell physiology [11]. Ex-

perts in this domain are using their domain knowledge in combination with both au-

tomatic and visual analysis together. They need to be guided by computer science 

experts to improve the choice of tools that are used. They point out that it is a gap 

between free available visualization tools and their usability for the experts. 

Ionita I and Inoina L, in their study, used for experiments the dataset provided by 

UCI Machine Learning Repository containing data about clinical history patients with 

thyroid disorders [12]. The authors applied four types of classifications methods: 

Naïve Bayes, Decision Trees, Multilayer Perceptron, and RBF Network (Radial Basis 

Function Network). The best accuracy was obtained by the Decision tree (97.35%). 

Sidiq et al. worked with a clinical dataset from one of the leading diagnostic labs in 

Kashmir [13]. The authors generated several classification models based on the fol-

lowing methods: K-Nearest Neighbor, Support Vector Machine, Decision Tree, and 

Naïve Bayes to diagnose thyroid diseases. They used a programming language, Py-
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thon, and 10-fold cross-validation. The best accuracy of 98.89% was achieved again 

by the Decision Tree approach. Logistic regression was used by the collective of au-

thors to predict the patients without thyrotoxicosis and with thyrotoxicosis [14]. The 

outcomes demonstrate that the logistic regression obtains promising results in classi-

fying regression on thyroid disease diagnosis 98.92% 

2 Methods 

Typically, the analytical process contains in the modeling phase (according to the 

CRISP-DM methodology) an application of suitable machine learning, artificial intel-

ligence, or statistical methods. We have experience with all these methods, and some-

times it isn't easy to apply them based on the data quality or data range. On the other 

hand, the data analytics domain offers other unusual methods like EDA to meet the 

domain experts' expectations. 

John W. Tukey defined exploratory data analysis (EDA) as “detective work – or 

more precisely numerical detective work” [15]. It is mainly the philosophy of data 

analysis. EDA's primary goal is to examine the data for distribution, outliers, and 

anomalies to direct specific testing of the hypothesis. The EDA gives analysts unpar-

alleled power for gaining insight into the data and their visualizations [16]. 

The Chi-square test (also known as the Pearson Chi-square test) is the most useful 

a nonparametric statistical test that measures the association between two categorical 

variables [17]. This test utilizes a contingency table to analyse the data, where each 

row represents a category for one variable, and each column represents a category for 

the other variable. Each cell of the contingency table reflects the total count of cases 

for a specific pair of classes. 

The most popular methods among normality tests are the Kolmogorov – Smirnov 

test, the Anderson – Darling test, and the Shapiro – Wilk normality test [18]. The 

Shapiro – Wilk test tests the null hypothesis on the significance level α that a sample 

x1, x2, …, xn comes from a normally distributed population norm (μ, σ) with unspeci-

fied parameters μ and σ, where μ is median, and σ is the standard deviation [19]. 

Students’ t-test is one of the most commonly used methods of statistical hypothesis 

testing. This test is a parametric test, and it is used to compare samples of normally 

distributed data. There are several types of t-test: one-sample t-test, paired-samples t-

test, unpaired two-sample t-test. Unpaired two samples t-test, also called independent 

t-test, is a parametric test, which compares the means of two independent groups [20]. 

This test aims to determine whether there is statistical evidence that the associated 

population means are significantly different. The main requirements for the independ-

ent t-test are that two groups of samples are normally distributed, and the variances of 

the two groups are equal. 

Mann-Whitney U test is a nonparametric test, which is an alternative to the inde-

pendent sample t-test [21]. This test is used to compare two population means that 

come from the same population. It can also apply to test whether two population 

means are equal or not. The test is used when the data fails the normality assumption 

or if the sample sizes in each group are too small to assess normality. 
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ROC curve or a Receiver operating characteristics curve is a useful technique for 

visualizing, organizing, and selecting classifier based on performance [22]. The re-

ceiver operating characteristics curve is computed by comparing a binary outcome 

with a continuous variable. Each observed level of a continuous variable is evaluated 

as a candidate cut point discriminating observed positive from negative [23]. Positive 

observations concerning the continuous measurement are these, exceeding the cut 

point, while those less than or equal to the cut point are classified negatively. 

 

Fig. 1. Example of the contingency table. 

As shown in the table, sensitivity is defined as a probability that observation with a 

positive outcome is correctly classified by a continuous measurement above a candi-

date cut point. 

 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

And specificity is defined as the probability that a continuous measurement cor-

rectly classifies an observed negative outcome at or below the candidate cut point. 

 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 

The coordinates for the ROC curve are computed where the x-axis is 1 − specifici-

ty (= false positive rate; FPR), and the y-axis is sensitivity (= true positive rate; TPR). 

The best cut point given the data may be identified from the ROC curves coordinates 

with a criterion that maximizes TPR (True Positive Rate) and minimizes FPR (False 

Positive Rate). 

To evaluate the ROC curve can be used the AUC (Area Under Curve), also known 

as the c-statistics [24]. The AUC metric varies between 0.5 and 1.00 (Ideal value), 

where values above 0.80 is an indication of a good classifier. 

Logistic regression is a method of modelling the probability of an outcome that can 

only have two values [25]. The main is to find the best fitting model that described the 

relationship between the dichotomous variable (dependent variable – it contains data 

coded as 1/0, TRUE/FALSE, yes/no, etc.) and asset of independent variables. The 

final logistic regression generates the coefficients (standard errors, significance lev-
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els) of a formula to predict the logit transformation of the probability of the presence 

of the characteristic of interest. 

3 Analytical process 

This study was motivated by previous successful cooperation between Slovak data 

analysts and medical experts from Croatia. This research team cooperated on several 

preliminary studies or experiments focused on effective diagnostics of Metabolic 

syndrome, Mild Cognitive Impairment, hypertension, or frailty within suitable analyt-

ical methods.  

We used these experiences to support the medical diagnostics in the case of Hypo-

thyroidism disease. The analytical process was interactive and iterative. The medical 

expert proposed the initial set of research questions (tasks). This set was continuously 

updated based on obtained results and their verification. The success of the proposed 

solution was evaluated not only by the novelty and correctness of new knowledge but 

also by the simple, understandable form of visualization for domain experts. All ex-

periments were performed within the R programming language. 

3.1 Data Description 

The medical experts described all three datasets. Their deeper understanding required 

intensive communication, and the exchange of information resulted in a comprehen-

sive overview. The first dataset contained 70 patients characterized by 32 variables 

like older than 50 years, with hypertension and diagnosed hypothyroidism (Table 1 

and Table 2). 

Table 1. Description of the numerical variables (dataset 1). 

Variable Minimum Maximum 
Median (inter-

quartile range) 

Mean (standard 

deviation) 

TSH (mlU/L) 0.2 10.10 2.1 (1.25) 2.37 (1.55) 

Age (years) 48 86 63.5 (13.75) 64.7 (9.69) 

Menop (years) 0 35 0 (13.75) 7.45 (10.05) 

Hy dur (years) 1 20 9 (8) 9.91 (5.35) 

All drugs (count) 0 10 3 (3) 3.67 (2.23) 

BMI (kg/m2) 19 44 29 (6) 29.41 (4.92) 

Wc (cm) 70.00 135.00 103.50 (13.75) 103.50 (12.60) 

CRP (mg/L) 0.40 17.80 2.30 (1.47) 2.68 (2.41) 
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Erythro 3.68 5.83 4.72 (0.55) 4.76 (0.49) 

Hct 0.297 1.74 0.43 (0.04) 0.47 (0.22) 

Hgb (g/L) 90 173 144 (16.5) 144.10 (13.34) 

MCV (fl) 72.9 101 90.00 (7.65) 90.09 (5.25) 

F Glu (mmol/L) 4 16.9 5.6 (1.87) 6.46 (2.46) 

Creatin (umol/L) 55 120 80 (16.75) 79.81 (14.18) 

Gfr 

(ml/min/1.73m2) 
48 135 74.5 (22.25) 78.67 (15.27) 

Chol (mmol/L) 2.1 8.1 5.25 (1.57) 5.317 (1.26) 

LDL (mmol/L) 1 5.6 2.95 (1.6) 2.93 (1.10) 

HDL (mmol/L) 0.7 10 1.4 (0.5) 1.523 (1.15) 

Triglycer 

(mmol/L) 
0.51 6.56 1.79 (1.10) 1.94 (1.09) 

Dm dur (years) 0 15 0 (0) 1.84 (4.09) 

All dg (count) 0 6 2 (1) 2.28 (1.34) 

Cogn 0 16 8 (4) 6.81 (3.35) 

 

Table 2. Description of the categorical variables (dataset 1). 

Variable Value 
Number of values 

(%) 

Gender 
1 - Man 30 (42.89 %) 

2 - Woman 40 (57.14 %) 

Hipolip drugs 
0 – No 45 (64.29 %) 

1 - Yes 25 (35.71 %) 

Phys act 
0 – No 40 (57.14 %) 

1 - Yes 30 (42.86 %) 

dm 2 
0 – No 53 (75.71 %) 

1 - Yes 17 (24.29 %) 
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coronar 
0 – No 61 (87.14 %) 

1 - Yes 9 (12.86 %) 

fibril altri 
0 – No 66 (94.29 %) 

1 - Yes 4 (5.71 %) 

myocard 
0 – No 62 (88.57 %) 

1 - Yes 8 (11.43 %) 

walking 
0 – No 19 (27.14 %) 

1 - Yes 51 (72.86 %) 

Anxy depr 

0 – 2 (Normal) 41 (58.58%) 

3 – 5 (Mild) 13 (18.57%) 

6 – 8 (Moderate) 12 (17.14%) 

9 – 12 (Severe) 4 (5.72%) 

 

The second dataset contained 197 records about women between 50 – 59, charac-

terized by 22 variables (Table 3 and Table 4). 

Table 3. Description of the numerical variables (dataset 2). 

Variable Minimum Maximum 
Median (inter-

quartile range) 

Mean (standard 

deviation) 

age (years) 50 59 52 (1.96) 52.6 (3) 

FGlu (mmol/L) 4 13 5.50 (0.9) 5.723 (0.91) 

TG (mmol/L) 0.42 4.49 1.68 (0.52) 1.77 (0.55) 

Cho (mmol/L) 3.5 8.2 6.1 (1.7) 5.94 (0.98) 

LDL (mmol/L) 1.02 5.79 3.00(1.72) 3.07 (1.03) 

HDL (mmol/L) 0.80 7.20 1.20 (0.49) 1.45 (0.85) 

Cre (mmol/L) 43 110 78 (19) 78.4(12.07) 

GFR 

(ml/min/1.73m2) 
40.91 143.29 69.99 (19.04) 72.56 (14.12) 

CRP (mg/L) 0.20 11.50 2.80 (2) 3.07 (1.49) 
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Hb (g/L) 106 155 137 (8) 135.4 (8.67) 

Wc (cm) 78 120 90 (11) 90.57 (8.69) 

BMI (kg/m2) 21.11 38.28 26.89 (5.32) 27.56 (3.89) 

chdi 1 10 5 (2) 4.91 (1.51) 

 

Table 4. Description of the categorical variables (dataset 2). 

Variable Value Number of values (%) 

Hypdu 

<5 28 (14.21 %) 

>10 56 (28.43 %) 

>5 113 (57.36 %) 

DGDM 
No 147 (74.62 %) 

Yes 50 (25.38 %) 

CHD 
No 184 (93.4 %) 

Yes 13 (6.6 %) 

CoHD 
No 181 (91.88 %) 

Yes 16 (8.12 %) 

cogn 
No 172 (87.31 %) 

Yes 25 (12.69 %) 

depr 
No 27 (13.71 %) 

Yes 170 (86.29 %) 

psy 
No 195 (98.98 %) 

Yes 2 (1.02 %) 

sta 
No 91 (46.19 %) 

Yes 106 (53.81 %) 

MeSy 
No 67 (34.01 %) 

Yes 130 (65.99 %) 
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The last dataset also contained women (135 records) but between 60 – 89, charac-

terized by 20 variables (Table 5 and Table 6). 

Table 5. Description of the numerical variables (dataset 3). 

Variable Minimum Maximum 
Median (inter-

quartile range) 

Mean (standard 

deviation) 

age (years) 60 89 72 (10) 71.21 (6.46) 

bmi (kg/m2) 14.33 47.05 30.49 (6.67) 30.89 (4.97) 

wc (cm)  50 148 98 (16) 98.39 (12.76) 

glu_f (mmol/L) 3.9 16.2 5.7 (1.6) 6.24 (1.85) 

chol (mmol/L) 2.9 9.3 5.96 (1.65) 5.96 (1.22) 

ldl (mmol/L) 1.2 6.8 3.68 (1.4) 3.68 (1.10) 

hdl (mmol/L) 0.8 2.3 1.5 (0.4) 1.47 (0.30) 

Trig (mmol/L) 0.6 7.0 1.7 (0.85) 1.76 (0.91) 

cre (mmol/L) 42 205 66 (17) 69.78 (22.96) 

gfr 

(ml/min/1.73m2) 
24 191 86 (38.5) 86.32 (27.51) 

hb (g/L) 68 158 133.4 (12.5) 133.4 (11.81) 

erit 2.7 5.87 4.57 (0.42) 4.54 (0.42) 

hct 0.22 0.48 0.41 (0.03) 0.41 (0.03) 

som_com 1 8 3 (2) 3.48 (1.61) 

 

Table 6. Description of the categorical variables (dataset 3). 

Variable Value Number of values (%) 

gender f - female 135 (100 %)  

hyp 
no 1 (0.74 % %) 

yes 134 (99.26 %) 

hyp_dur 
less 53 (39.26 %) 

more 79 (58.52 %) 



11 

no 3 (2.22 %) 

dm 
no 102 (75.56 %) 

yes 33 (24.44 %) 

chd-nyha 

higher 1 (0.74 %) 

lower 6 (4.44 %) 

no 128 (94.81 %) 

coron 
no 123 (91.11 %) 

yes 12 (8.89 %) 

 

The first step provided by the data analysts was to explore data characteristics 

through suitable visualization techniques like histograms or within correlation analy-

sis or statistical tests. All outputs were consulted within the expert to find possible 

adequate information for the research task solving. Also, we used them to identify 

potential outliers or incorrect or incomplete patient records. Based on a relatively 

large total number of variables, we present only one figure as an illustration. Also, we 

can state that sometimes it is necessary to generate them iteratively based on the ex-

pert’s recommendations (description of axes, accurate scales). 

 

 

Fig. 2. Boxplots of TSH range in patients with DM and without DM by gender. 

Figure 2 shows the range of TSH in patients with Diabetes mellitus (DM) and pa-

tients without Diabetes mellitus separately for men and women. The analysis shows 
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that the average values of TSH in patients with DM and without DM are about the 

same. The average value of TSH in men with Diabetes mellitus is 2.09 while in men 

without Diabetes mellitus is a little higher at 2.59.  The analysis shows that the aver-

age value of TSH in women with Diabetes mellitus is higher than in men in the same 

group. 

In the case of numerical variables, we performed a correlation analysis: 

• strong correlation: Creatinine (a waste product in a blood, which is removed 

from blood by kidneys) – Glomerular filtration rate in the second dataset 

and Haemoglobin – Hematocrit, Cholesterol and LDL in the third dataset.  

• moderate correlation: Cholesterol and LDL and BMI – Waist circumference 

in the first and second datasets; All drugs – All diagnoses, Age – Menopause 

in the first dataset; Cholesterol – waist circumference in the second and 

Erythrocytes – Hematocrit, Haemoglobin – Erythrocytes, Creatinine – Glo-

merular filtration rate, BMI – Waist circumference, Age – Glomerular filtra-

tion rate. 

In the case of nominal variables, we applied the Pearson's Chi-squared test (a de-

pendency exists): 

• 1st dataset: Gender – Physical activity, Hipolip drugs – diabetes mellitus 2, 

Physical activity – Walking, Cardiomyopathy – Fibrillation atriorum. 

• 2nd dataset: almost half of the variables. 

• 3rd dataset: Gender with Hypertension, Hypertension duration, Diabetes 

mellitus, Stages of chronic heart disease and coronary artery disease, Hy-

pertension duration – Diabetes mellitus, Hypertension.  

Finally, we performed selected statistical tests within numerical variables. We 

started with the Shapiro-Wilk normality test: Waist circumference, Erythrocytes, 

Mean corpuscular volume, Creatin, Cholesterol, and LDL. Based on these results, we 

choose a statistical test – if variables were normally distributed, we used the Two-

Sample t-test (Welch test), but if variables were not normally distributed, we used a 

Mann-Whitney test. The results show that the dependency exists between almost all 

the variables besides combinations: Duration of menopause with Hematocrit, HDL, 

Triglycerides, C-reactive protein, All drugs, All diagnoses. 

Some of these results have a logical basis like total cholesterol and low-density 

lipoproteins or hypertension and its duration. The expert confirmed some of them 

based on the existing knowledge base and her experience. In general, we used them 

for features reduction, improving the data quality. 

3.2 Task 1 

The first experiment aimed on investigation of the possible differences in variable 

TSH (test for thyroid stimulating hormone) according different cut-off values for 

Glomerular filtration rate, such as > = 60 or <60 and > = 80 (Figure 3, right) or < 80  

(Figure 3, left). 
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Fig. 3. The comparison of TSH distribution according to the Gfr cut-off value 80. 

All combinations were evaluated by the expert to investigate a sign of mild kidney 

impairment. It means that the kidney is not able to excrete enough waste substances 

and redundant water from the blood and it is very often in older people with hyperten-

sion or diabetes. 

3.3 Task 2 

The second task focused on the investigation of the possible differences in other input 

variables according to the following condition: below the reference range (left), refer-

ence range (middle), and above the reference range of the TSH variable (right). The 

reference range of thyroid stimulating hormone is 0.46 - 4.68 lU/ml). As an illustra-

tion, we present a comparison of gender balance (Figure 4). 

 

Fig. 4. The comparison of gender distribution according to three TSH levels. 



14 

The set of graphs showed several interesting findings evaluated by the expert. If 

TSH is below the reference range, it can indicate hyperthyroidism associated with 

more cardiac arrhythmias. But if TSH is within the reference range and above the 

reference range, it indicates hypothyroidism, and it may be related to the decreased 

renal function (low Gfr) and is known to be associated with higher cholesterol, LDL 

and triglycerides. Paradoxically, due to decreased renal function and associated frail-

ty, is tends to be lower BMI. 

3.4 Task 3 

In 3rd task, we investigated collaborative possible trends between TSH and other vari-

ables like age, glomerular filtration rate, waist circumference, BMI (Figure 5), total 

cholesterol, LDL, HDL, triglycerides, fasting blood glucose and c-reactive protein. 

The results showed that TSH values increase as the metabolism increases until the 

point when the level of insulin resistance becomes high. It is the case at high BMI 

values and very high waist circumference values indicating obesity. That is also fol-

lowing with increased triglycerides and LDL values. Or when renal function (Gfr) 

becomes decreased - at the cut-off of 60, then because of malnutrition BMI may fall. 

But a high level of insulin resistance (the barrier for the action of insulin on cells – 

that is slowing down metabolism) causes that TSH trends become decreasing. 

 

Fig. 5. Line chart visualizing a relation between variables TSH and BMI. 

3.5 Task 4 

This task was specified based on the outputs from previous ones. We aimed to esti-

mate the significance of differences trough suitable statistical tests like Shapiro-Wilk 

normality test, two-sample t-test (Welch test), or Mann-Whiney test. The results con-

firmed the expert’s expectations like TSH increases in parallel with increasing age 

and decreasing renal function (Gfr). Paradoxically when TSH increases, the variables 
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BMI, waist circumference, and fasting blood glucose decrease. If TSH decreases in 

parallel with reducing haemoglobin, LDL, and triglycerides, these factors are in ac-

cordance with hypermetabolism. 

3.6 Task 5 

The fifth task dealt with an experimental calculation of new cut-off values for varia-

bles TSH according to several target binary conditions like Gfr (< 60 , >= 60), BMI (< 

30 , >= 30) or (< 25 , >= 25), waist circumference (< 80 , >= 80) or (< 88 , >= 88), 

fasting blood glucose (< 6.1 , >= 6.1), etc. For this purpose, we used Receiver operat-

ing characteristics (ROC) as simple understandable visualisation technique for the 

domain expert. The ROC analysis showed that hypothyroid patients had significantly 

lower Gfr (median 66.5, interquartile range 64.2-72.5) than euthyroid ones (median 

78, interquartile range 68-91), as well as BMI (median 25.5, interquartile range 23-27 

vs median 29, interquartile range 26-32).  

Fig.6 shows the cut-off value 2.55 for Gfr indicating patients with mild renal im-

pairment (AUC 0.62, sensitivity 0.53, specificity 0.77). In hypertensive patients, an 

increase in TSH values, already within the reference range, contributes to variations in 

cardiovascular risk factors if there is a mild renal impairment.  

 

Fig. 6. ROC curve of variables TSH and Gfr. 

The second ROC curves were generated from the new sample combining the sec-

ond and third datasets. Anthropometric measures of obesity moderately depend on 

good renal function (Gfr >90) and obviously on other factors such as age, the time 

after menopause.  Many patients with Gfr >90 (good renal function) have high choles-

terol (Chol >6). Patients with older age of around 76 have a low renal function (Gfr 

<45). BMI indicating overweight (26-29) well correlates with low renal function but is 
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not exclusive for low renal function, because it may also be a characteristic of older 

patients with preserved renal function (Gfr >90). It means that patients have not been 

obese and did not get diabetes (15.7%) at higher rates. The relationship between low 

Gfr and waist circumference is a complex one because waist circumference is in-

creased moderately.  

3.7 Task 6 

Finally, we decided to apply multiple logistic regressions on the joined dataset with 

women older than 50 years; one example is visualized in Fig.7.  

 

Fig. 7. Logistic regression of the variable age and total cholesterol. 

The results show that there are two groups of women with the diagnosis of hyper-

tension. The first group is younger (50 - 59 years old) and a higher prevalence of dia-

betes. The presence of diabetes, in combination with hypertension, in the age of 54-

55 years, is associated with a mildly reduced renal function (Gfr = 89-60 or 59-45). 

These women are usually overweight – BMI 26-30 (BMI>26. and waist circumference 

>100). The second group represents older women, and their age is higher than 65 and 

may be divided into two subgroups, according to the Gfr range values. The first sub-

group is women age around 65 with good renal function (Gfr >90), but women in this 
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subgroup may be obese, their BMI may be higher than 30 or with the normal weight 

(BMI<26). The second subgroup is women age around 76 with a low renal function 

(Gfr <45). It can associate with a low weight (BMI <26), which indicates the frailty 

status, because of low renal function and high age. Low renal function is an insulin-

resistant state and is associated with high waist circumference ( >90), which is, typi-

cally, a characteristic of obesity for women with age from 50 to 60 years - years after 

post-menopause. But if women are in age higher than 76 years, their high waist cir-

cumference falls more intensively depending on advanced age that it increases with a 

drop of Gfr. 

4 Conclusion 

The practicing doctors mention two significant limitations of their decision/diagnostic 

process: existing literature and case studies contain a large volume of information, 

and doctors often lack time to find, consider, and use it all. The second constraint is 

sometimes too generic method, procedure, or recommendation not focused on the 

specific patient or situation. This situation is changing step by step with the deploy-

ment of electronic health records and suitable analytical approaches. Correctly set 

collaboration between medical experts and data analysts can answer the age-old ques-

tion: what is truly best for each patient? 

Mining medical data requires intensive and effective collaboration between medi-

cal experts and data analysts. We experimentally solved six research tasks through the 

analytical process dealt with thyroid disease and hypothyroidism. Our results con-

firmed an expectation that the incidence of thyroid dysfunction in diabetic patients is 

higher than in the general population [26]. In general, we can say that we generated a 

relatively large volume of results that were evaluated by the expert. This process was 

improved step by step by the common understanding and previous experience. The 

next step should be creating the knowledge base related to the thyroid disease as a 

basis for future development. A useful clinical decision support system will represent 

the final stage. But this development is not a simple task. It requires more resources 

and a broader collaboration of the research teams around the world, including data 

analysts, medical experts, and primary care doctors. 

We have several recommendations for effective collaboration within domain ex-

perts: at first, have clearly defined tasks that reduce the risk of mutual misunderstand-

ing; regular communication and joint decision; the easy-to-understand form of results 

and detailed explanations; state-of-the-art analysis to identify suitable methods; veri-

fication of the obtained results with existing literature or expert knowledge. 
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