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Abstract. The operator is frequently considered as the main sources of vulnera-

bility in command and control systems; for example, in a 2006 survey 79% of 

fatal accidents in aviation were attributed to “human error.” Beyond the case of 

command and control systems, users’ faults occur not only at use time but also 

during the design and development of systems. Following Avizienis et al.’s tax-

onomy for faults, human-made error can be characterized as the operator’s failure 

to deliver services while interacting with the interactive system. Non human-

made errors are called natural faults and may occur during development or set 

the interactive system as well as its users into an error-state during its use. Focus-

ing on interactive systems specificities, this paper presents a comprehensive de-

scription of faults covering both development and operation phases. In corre-

spondence with this taxonomy, we present mechanisms to avoid, remove, tolerate 

and mitigate faults in order to design and develop what we call “perfect” interac-

tive systems taking into account the organization, the interactive system, the en-

vironment and the people operating them. We define an interactive system as 

perfect when it blends multiple and diverse properties such as usability, security, 

user experience, dependability, learnability, resilience … We present multiple 

concrete examples, from aviation and other domains, of faults affecting socio-

technical systems and associated fault-tolerant mechanisms.  

Keywords: Faults, Interactive Systems, Dependability, Usability, Security, 

User Experience. 

1 Introduction  

Over the last decades, the research work in the field of HCI has been focussing on 

supporting user-related properties such as usability [90], privacy [77], accessibility 

[9] or user experience [54]. Contributions have been ranging from increased under-

standing of human behaviour (e.g. motor side [1], perceptive side [63] or cognition [4]) 

to the design of interaction techniques and innovative input and output devices. Unfor-

tunately, as pointed out in [8] these contributions are rarely incorporated into products 

that are designed using early understanding of human behaviour (e.g. [23]) and stand-

ardized interaction (e.g. IBM CUA [13]) incorporated in Operating Systems manufac-

turers (e.g. touch interactions for Android[3]). While [8] argues that this can be solved 

by changing the focus of HCI research from user interfaces to interaction, this paper 
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argues that these research contributions should take more into account (an in an inte-

grated way):  

 the People (performing the tasks and the work),  

 the Interactive System (that is used to perform the work),  

 the Organization (providing the work context for the People and being the project 

owner of the Interactive System)  

 the environment (where the People work and where the Interactive System is de-

ployed.  

 

Fig. 1. The POISE framework blending People, Organization, Interactive System  

and the Environment 

The three vertexes of the triangle represent the three main components POISE frame-

work. These elements are connected to the other ones by dedicated trapeziums (Auto-

mation, System Requirements and Training and Operational Procedures). These trape-

ziums represent explicitly how the element influences the other ones. At the basis of 

the vertexes of the triangles, the blue trapeziums refine the description of the content of 

the vertexes. This way, Work organization and Processes are refinement of the organi-

zation, Tasks are refinement of the People and Interactive Systems are the relevant part 

of the Technology component. This is a refinement of the early work from Meshkati 

[64], claiming that the resilience of socio-technical systems require addressing in the 

same single framework Human Organization and Technology. Outside of the triangle 

the grey part corresponds to the Environment where the interactive system is deployed 

and where the people are working. The environment may be highly dynamic like 

weather condition for an aircraft or very static and controlled like a dark room of an 

enroute air traffic control centre.  

While the four aspects of POISE have to be taken into account holistically, this paper 

leaves out aspects related to the organization including standards, training and require-

ments. Indeed, the focus is here about interaction technologies and their users but taken 
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explicitly into real life concerns imposed by the operational environment. In this con-

text, other properties are relevant (and sometimes of higher importance) that the user-

related ones mentioned above. Properties such as reliability [59], dependability [7], 

resilience [88], fault-tolerance [38] or security [56] are “usually” related to the inter-

active system element of POISE while they can also apply to the entire socio-technical 

systems (including the organization) as argued in [49].  

 

We believe the approaches proposed in this paper would benefit any deployable in-

teractive system (including desktop application or entertainment interactive software) 

but the benefits are more tangible in the context of safety critical ones. 

A safety-critical system is a system in which failures or errors potentially leads to 

loss of life or injuries of human beings [19] while a system is considered as critical 

when the cost of a potential failure is much higher than the development cost. Whether 

or not they are classified as safety-critical or “only” critical, interactive systems have 

made their way into most of the command and control workstations including satellite 

ground segments, military and civil cockpits, air traffic control... Furthermore, the com-

plexity and quantity of data manipulated, the amount of systems to be controlled and 

the high number of commands to be triggered in a short period of time have required 

the design, development and deployment of sophisticated interaction techniques. 

Building reliable and dependable interactive systems is a cumbersome task due to 

their very specific nature. The behaviour of these reactive systems is event-driven. As 

these events are triggered by human operators manipulating hardware input devices, 

these systems have to react to unexpected events. On the output side, information (such 

as the current state of the system) has to be presented to the operator in such a way that 

it can be perceived and interpreted correctly. Lastly, interactive systems require ad-

dressing together hardware and software aspects (e.g., input and output devices together 

with their device drivers). 

In the domain of fault-tolerant systems, empirical studies have demonstrated (e.g., 

[67]) that software crashes may occur even though the development of the system has 

been extremely rigorous. One of the many sources of such crashes is called natural 

faults [7] triggered by alpha-particles from radioactive contaminants in the chips or 

neutron from cosmic radiation. A higher probability of occurrence of faults [82] con-

cerns systems deployed in the high atmosphere (e.g., aircrafts) or in space (e.g., manned 

spacecraft [48]). Such natural faults demonstrate the need to go beyond classical fault 

avoidance at development time (usually brought by formal description techniques and 

properties verification) and to identify all the threats that can impair interactive systems. 

The paper is structured as follows. The next section focuses on the identification of 

the of the specificities of interactive systems. It presents the H-MIODMIT architecture 

which extends MIODMIT [29] architecture by incorporating the operator. The third 

section focuses introduces two classifications of faults one dedicated to faults altering 

the functioning of the interactive system and the other one dedicated to faults altering 

the behaviour of the operator. The fourth section identifies processes and tools that, 

when combined, can contribute to the quest for perfect interactive systems by providing 

means of incorporating and evaluating the presence (or absence) of the properties men-



4 

tioned above. The fifth section illustrates contributions from the HCI, dependable com-

puting and software engineering domains that support some of the properties and how, 

by integrating them, they improve the overall quality of interactive systems. Last sec-

tion concludes the paper and identifies possible paths towards perfect interactive sys-

tems.  

2 Specificities of Interactive Systems and Their Users 

2.1 The H-MIODMIT Generic Architecture  

Fig. 2 presents an architectural view (from left to right) of the operator, the interactive 

command and control system, and the underlying system (e.g., an aircraft engine). This 

architecture is a simplified version of MIODMIT (Multiple Input and Output Devices 

and Multiple Interaction Techniques), a generic architecture for multimodal interactive 

systems [29] described in AADL [40]. Following the attribute dimensions of [7] we 

highlight (top right of Fig. 2) the hardware and software components, and show how 

the human operator interacts with them (thick dotted lines).  

Perceptual 
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Fig. 2. H-MIODMIT architecture (adapted from [29])  

As shown in the figure, interaction mainly takes place though the manipulation of input 

devices (e.g., keyboard or mouse) and the perception of information from the output 

devices (e.g., a computer screen or speaker). Another channel usually overlooked is the 

direct perception by the operator of information produced (usually as a side effect) of 

the underlying cyber-physical systems (e.g., noise or vibrations from an aircraft engine 

(represented by the lower dotted line in the figure)).  

The specificities of the Interaction. The top left of the Software section of the dia-

gram corresponds to the interaction technique that uses information from the input de-

vices. Interaction techniques have a tremendous impact on operator performance. 

Standard interaction techniques encompass complex mechanisms (e.g. modification of 

the cursor’s movement on the screen according to the acceleration of the physical 
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mouse on the desk). This design space is of prime importance and HCI research has 

explored multiple possibilities for improving performance, such as enlarging the target 

area for selection on touch screens [69] and providing on-screen widgets to facilitate 

selection [2].  

 

Fig. 3. H-MIODMIT detailed with the explicit representation of motor, perceptive and cogni-

tive capability of operators and their tasks 
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The System side. The right side of the Software section of the architecture corre-

sponds to what is usually called interactive applications. This is where HCI methods 

such as task analysis are needed for building usable application that fit the operators’ 

work [32].  

The Human side. The left side of Fig. 2 represents the operator’s view. The drawing 

is based on work that models the human as an information processor [24], based on 

previous research in psychology. In that model, the human is presented as a system 

composed of three interconnected processors. The perceptive system senses infor-

mation from the environment – primarily the visual, auditory, and tactile systems as 

these are more common when interacting with computers. The motor system allows 

operators to act on the real world. Target selection (a key interaction mechanism) has 

been deeply studied [85]; for example, Fitts’ Law provides a formula for predicting the 

time needed for an operator to select a target, based on its size and distance [43]. The 

cognitive system is in charge of processing information gathered by the perceptual sys-

tem, storing that information in memory, analyzing the information and deciding on 

actions using the motor system. The sequential use of these systems (perceptive, cog-

nitive and motoric) while interacting with computers is called the Human-Computer 

Interaction Loop (HCIL).  

2.2 Incorporating Operators’ Work 

Fig. 3 proposes a refinement of H-MIODMIT presented in Fig. 2. The bottom of the 

figure adds description about the work of the operators (in term of tasks) and how this 

work is performed exploiting the motor, perceptive and cognitive processes described 

in [24]. This architecture fits POISE framework (see Fig. 1) as it covers entirely the 

bottom part of the triangle.  

Describing users’ tasks may be a complex and cumbersome activity especially when 

dealing with real domains [52]. Beyond, as shown in Fig. 1, this is where automation 

design takes place by migrating user’s tasks to the interactive system. In addition, this 

design requires identifying the all the RCRAFT aspects: Responsibility, Resources, Au-

thority and Control Transitions as defined in [44] and refined and connected to task 

models in [18].  

3 Taxonomies of Faults  

This section identifies the faults that can alter the functioning of the elements pre-

sented in the architecture presented in Fig. 3. We start by presenting the taxonomy of 

faults that impair the functioning of the interactive system and then present a recent 

taxonomy of faults that organizes the various types of faults that impair people’s be-

haviour.  
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3.1 Faults Altering the System  

To be able to ensure that the system will behave properly whatever happens, a system 

designer has to consider all the issues that can impair the functioning of that system. To 

this end the domain of dependable computing e.g. Avizienis et al [7] have defined a 

taxonomy of faults. This taxonomy leads to the identification of 31 elementary classes 

of faults. Fig. 4 presents a simplified view of this taxonomy and makes explicit the two 

main categories of faults (top level of the figure): i) the ones made at development time 

(see left-hand side of the figure) including bad designs, programming errors, … and ii) 

the one made at operation times (see right-hand side of the figure) including operator 

errors such as slips, lapses and mistakes as defined in [80]. 

The leaves of the taxonomy are grouped into five different categories as each of them 

bring a special problem (issue) to be addressed: 

 

Fig. 4. Taxonomy of faults in computing systems (adapted from [7]) and associated issues for 

the dependability of these systems 

 Development software faults (issue 1): software faults introduced by a human during 

system development. They can be, for instance, bad design errors, bugs due to faulty 

coding, development mistakes … 

 Malicious faults (issue 2): faults introduced by human with the deliberate objective 

of damaging the system. They can be, for instance, an external hack causing service 

denial or crash of the system. 

 Development hardware faults (issue 3): natural (e.g. caused by a natural phenome-

non without human involvement) as well as human-made faults affecting the hard-

ware during its development. They can be, for instance, a short circuit within a pro-

cessor (due to bad construction). 
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 Operational natural faults (issue 4): faults caused by a natural phenomenon without 

human participation, affecting hardware as well as information stored on hardware 

and occurring during the service of the system. As they affect hardware faults are 

likely to propagate to software as well. They can be, for instance, a memory altera-

tion due to a cosmic radiation. 

 Operational human-errors (issue 5): faults resulting from human action during the 

use of the system. They include faults affecting the hardware and the software, being 

deliberate or non-deliberate but don’t encompass malicious ones. Connection be-

tween this taxonomy and classical human error classification as the one defined in 

[80] can be easily made with deliberate faults corresponding to mistakes or viola-

tions [76] and non-deliberate ones being either slips or lapses. [37] describes pre-

cisely how these errors can be connected to the description of operators’ work in 

task models.  

 

3.2 Faults Altering the Human 

The classification presented in this section expands Avizienis’ taxonomy in four 

ways. First, we extend the System boundary dimension to recognize that human faults 

can be induced inside the operator from external causes. Second, we add new levels 

to the Phenomenological cause dimension to distinguish between faults arising 1) from 

the operator, 2) from another person, and 3) from the natural world (including the sys-

tem itself). Third, we introduce the Human capability dimension to differentiate faults 

in the operator’s perceptual, cognitive, and motor abilities. Fourth, we add specific fault 

categories that derive from these dimensions. This presentation  

In particular, the complex interactions between an operator and a system (following 

the architecture presented in Fig. 3) have properties and characteristics that are separate 

from the operator alone or the system alone, and the architecture can lead to many dif-

ferent types of faults that have many different underlying causes – some of which in-

volve the fault being “induced” in the operator by outside forces. For example, an air-

craft’s hard landing may arise from within the operator (e.g., a pilot’s early-stage Par-

kinson’s disease that reduces their muscular coordination), from another person (e.g., 

someone shining a laser pointer into the pilot’s eyes from the end of the runway), or 

from effects of the natural world (e.g., air turbulence that shakes a pilot’s arm as they 

try to press a button on the instrument panel). Although these three faults are very dif-

ferent in terms of implications for design, they would all be placed in the same category 

in the Avizienis framework (i.e., “Operational / External / Human-made / Non-mali-

cious / Non-deliberate / Accidental” operator faults). To address this gap, we need to 

broaden the dimensions that characterize faults. The classification presented in [71] 

focusses only on operational faults (leaving aside the development faults and their 

causes but their types are similar [83]).  

The classification expands the System boundary dimension to add the architecture 

of Fig. 3 as a conceptual location for faults that should be considered separately from 

Avizienis et al.’s categories of “internal to the system” and “external to the system.” 
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The idea of internal/external faults separation applied to the architecture of Fig. 3 sep-

arates faults that arise from inside the operator (see Fig. 5 bottom) and those that arise 

external to the operator (see Fig. 5 top).  

 

Fig. 5. The taxonomy on Internal and External faults altering the capability of the operator as a 

service provider (with concrete examples – right-hand side in italics) 
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This classification covers various types of influential factors for people behaviors 

such as seven deadly sins [31] (e.g. items 20 and 23 in Fig. 5), cognitive biases [89] 

(e.g. item 14), aging [92] (e.g. items 13 and 15) as well as more standard human error 

classification [80] (e.g. items 19 and 21).  

4 The Quest for Perfect Software 

As other types of computing systems [16], interactive system development follows the 

three basic principles of incentives in economy: Economic Incentives, Social incentives 

and Moral incentives (as highlighted in [58]). Economic incentives concern the real 

development costs and, for instance, detailed information about usability evaluation 

costs can be found in [15]. Beyond, low quality software exposes software developers 

and distributors to legal risks [97] that contribute as an economic incentive. Moral in-

centive will motivate designers and developer to follow their “moral compass” which 

could prevent them from performing low quality work due, for instance, to laziness [6]. 

Last, social incentives [36], could be used to develop people’s natural desire to be 

looked upon favorably by others. On the flip side, people fear being shamed and looked 

upon disfavorably by their peers. This means that control quality and assessment of 

quality of production might incent them to produce artefacts of better quality.  

These three incentives have a strong influence on developers and designers’ behav-

ior and might, if well exploited, contribute to the development of interactive systems of 

better quality. Unfortunately, they are also conflicting as, for instance, increase in qual-

ity assessment will increase the development cost and thus reduce the economic incen-

tive.  

4.1 Expected Properties of Interactive Software  

With the early work on understanding interactive systems [33] came the identification 

of properties that “good” interactive systems should exhibit (e.g. honesty) and “bad” 

properties that they should avoid (e.g. deadlocks). Later, guidelines for the design of 

interactive systems [95] were provided, identifying in a similar way “good” properties 

(e.g. guidance), in order to favor usability of these systems. In the area of software 

engineering, early work [55] identified two main good properties of computing systems 

namely safety (i.e. nothing bad will ever happen) and liveness (i.e. something good will 

eventually happen). In [60] a hierarchy of software properties is proposed identifying 

for the first time explicit relationships between properties gathered in a hierarchy (e.g. 

“reactivity” divided in “recurrence” and “persistence”). While in the area of Human-

Computer Interaction the properties were initially expressed in an informal way, [75], 

[74] proposed the use of temporal logics to describe these properties.  

Beyond these “generic” properties, it is of interest to represent specific properties 

related to the very nature of each system. These properties might also be of a high level 

of abstraction (e.g. trust for a banking system) or of very low level (e.g. only possible 

to enter a personal identification number three times on a cash machine). The detailed 

property would contribute to the high-level one. 
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Usability and User Experience. These two major properties in Human-Computer In-

teraction do not have currently the same level of maturity. Usability has been studied 

since the early 80’s and has been standardized by ISO in the ISO 9241 part 11 since 

1996 [50]. Its structure is presented on the a) section of Fig. 6. The standard specializes 

Usability into three sub-properties (efficiency, effectiveness and satisfaction) while 

some researchers would also add at least Learnability and Accessibility [47] as im-

portant aspects of Usability.  

a)                b)  

Fig. 6. Representation of the hierarchical relationships between properties and their contrib-

uting factors for a) Usability [50, 68] and b) User Experience [73] 

User Experience is a more recent concept that is under standardization but still not 

mature. Sub-properties of User Experience (usually called dimensions) are diverse in 

terms of level of abstraction and vary widely amongst authors (see [47] for a description 

of user experience in terms of hedonic and ergonomic qualities – another word for 

properties). [73] proposes the only set of dimensions that has been carefully check for 

orthogonality and proposes six dimensions at the same level of abstraction (see right-

hand side b) section of Fig. 6)  

Dependable and Secure Computing and Concurrent Programs Properties. The 

first issue of the IEEE transactions on Dependable and secure computing included a 

paper [7] dedicated to a taxonomy of properties of those systems. The taxonomy is 

presented in part a) of Fig. 7. Beyond a very clear definition of each property this clas-

sification shows that some sub-properties such as availability are related to higher-level 
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properties namely safety and security. Indeed, a loss of availability might impact de-

pendability of the systems (if the service not available is requested) while security at-

tacks might target at a reduction of availability of service (as in the classical DDoS – 

Distributed Denial of Service).  

The right-hand side of Fig. 7 presents a very old and classical decomposition of 

properties of concurrent systems: safety and liveness that have been introduced in the 

introduction. Beyond this separation, Sistla proposed in [84] a refinement of these prop-

erties in more precise ones contributing to the presence or the absence of the more high-

level ones. 

a)                           b)  

Fig. 7. Representation of hierarchical relationships between properties and contributing factors 

for Security and Dependability [7] (a) and for concurrent programs [75, 74] 

A more comprehensive description of hierarchies of properties for interactive sys-

tems and a dedicated notation to represent them and their possible conflicts can be 

found in [39].  

4.2 Processes Supporting the Presence of Expected Properties 

User Centered Design Processes. These processes as defined in [51] promotes taking 

into account usability (especially satisfaction and efficiency) and user experience by 

iterative processes involving explicitly real users in the design and evaluation phases 

[45]. Effectiveness is addressed by processes promoting explicit description of user 

work and tasks as in Cognitive Work Analysis [96] or task-centered processes [62]. 

While focusing on these “user-centered” properties, these approaches tend to lower the 

importance of the “system-centered” other properties as this is the case for agile pro-
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cesses focusing of early delivery of low quality systems [93]. According to the classi-

fication of faults in Fig. 4 by supporting usability, these processes would support ad-

dressing human-made development faults (by having usable Integrated Development 

Environments) as well as human-made operational faults (by designing usable interac-

tive applications).  

Dependability Centered Design Processes. In the field of critical systems, safety 

standards such as DO-178C or IEC 61508 define Development Assurance Levels for 

software systems (or for functions of software systems). These levels are based on the 

analysis of consequences or effect of a malfunction. For instance, if a function failure 

has high consequences such as multiple fatalities, it is called catastrophic and certifica-

tion authorities will require that the system manufacturer will provide a Development 

Assurance Level A (DO-178C standard for aeronautics [34]). If consequences are 

lower, the required level will decrease. Developing a system of a DAL A is extremely 

resource consuming and expensive and, as far as software is concerned, the use of for-

mal description techniques is required [35]. In lower DALs, such expensive approaches 

are not required and for reaching levels such as DAL D rigorous software engineering 

approaches are sufficient.  

According to the classification of faults in Fig. 4 by supporting reliability, these pro-

cesses would support addressing human-made development faults (by using formal 

methods to detect defects in the code).  

Processes integrating dependability, usability and user experience. Some processes 

(such as [11]) which focusses on the use of formal models of the interactive system to 

assess usability (mainly efficiency and satisfaction) and [61] which focusses on the ef-

fectiveness dimension of usability (see decomposition of usability in Fig. 6). Merging 

these two approaches is very difficult and few contributions address it [12]. Indeed, this 

brings specific issues such as the expertise of developers and designers but also the 

economic benefits in the case of non-critical interactive applications.  

5 Techniques and Approaches for Addressing Faults 

This section presents several fault-tolerant mechanisms designed in several research 

domains such as dependable computing, formal methods and human-computer interac-

tion providing means to avoid, detect, remove, tolerate or mitigate the faults presented 

in Fig. 4 and Fig. 5.  

 

5.1 Techniques for Addressing Human Faults 

Heuristic evaluations. The ten heuristics from [68] aims at support experts in detecting 

defects in an interactive application and avoiding the operational human-made faults 

from Fig. 4. In can also support detecting some of the faults affecting the operator in 

Fig. 5 but more the human-made ones (bottom of the figure) rather than the other ones.  
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UCD processes. As explained above, techniques deployed in UCD processes aim at 

detecting development faults (at design level) by involving users through user testing. 

Beyond detection, processes focusing on creativity as [21] aim at identifying solutions 

that would remove the fault by proposing better designs in terms of usability and user 

experience.  

Debiasing cognitive biases. Several hundred of cognitive biases have been identified 

in the literature. The cognitive biases codex [89] breaks down cognitive errors into four 

quadrants: memory, meaning, information overload, and need for speed . Others [10] 

have proposed different grouping according to the general mental problem they attempt 

to address: too much information, not enough meaning, need to act fast, what should 

be remembered. In the field of HCI some specific biases have been studied (e.g. peak-

end effect [27]) and their use for design (e.g. organizing work over multiple pages tak-

ing into account peak-end effect) has been proposed. Similarly, work from Saint-Lot et 

al. [81] proposes a graphical countermeasure to cognitive tunneling bias (an orange-red 

flash of 300 milliseconds with a 15% opacity) to improve reaction time of air traffic 

controller and mitigate attention tunneling bias. However, such research contributions 

are not connected with each other and propose local solution to selected cognitive bi-

ases (on a one by one basis). 

Environment disturbance tolerance. The environment in which the system is de-

ployed can deeply degrade operators’ performance. This is because the environment 

triggers faults on the operator without possibly affecting the interactive system. This 

type of fault is represented, for instance, in item 1 of Fig. 5. The turbulences trigger a 

natural fault that sets the operator in an error mode [70]. If the operator needs to provide 

input to the interactive system (in that case an aircraft cockpit) the likelihood of error 

is very high. To prevent such error a new interaction technique called “brace touch” has 

been proposed that nearly remove all the operators’ errors in case of light and severe 

turbulences [26].  

User interface services. Specific function such as copy-paste or undo are added to user 

interfaces in order to prevent operational faults such as triggering a command inadvert-

ently or making mistake or slips (as defined in [80]) when type the same text in another 

place. These faults may occur at development and operational times demonstrating the 

need to encompass these services both in IDEs and in interactive applications.  

5.2 Techniques for Addressing Interactive System Faults 

Self-checking software components (redundancy, diversity and segregation). As 

introduced in [7] and [57], many dependability strategies rely on replicated self-check-

ing components as they provide error-confinement and can thus be considered as fail-

stop components. The COM/MON approach [91] is the basis for various N-Self-Check-
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ing Programming (NSCP)-based architectures [57]. A self-checking software compo-

nent can be roughly described as composed of two pieces of software, the first one 

(functional component) being the classical component and the second one (monitoring 

component) being in charge of checking its execution and outputs and being able to 

send error notifications in case of inconsistency. As both pieces receive the same input, 

fault (e.g. natural faults in Fig. 4) will be detected if both pieces produce inconsistent 

output. In order to correct the natural faults, more dissimilar (but functionally equiva-

lent) pieces have to be executed in parallel. Having a voting mechanism checking the 

output of the pieces will allow detecting a fault (if they don’t provide the same output) 

but also remove the fault (by following the majority of outputs that are the same). Self-

cheking approach (embedding redundancy, diversity and segregation) have been ap-

plied to interactive systems in the area of aircraft cockpits [86].  

Formal verification. Formal verification aims at exploiting mathematical reasoning 

over a model (or directly the code) of the system to detect defects (corresponding usu-

ally to properties not being true). It thus aims at detecting development faults and usu-

ally also provide means or support to remove them. For instance, model checking tools 

will verify is a property is true on a specification and if not will provide a counter ex-

ample (a sequence of actions that lead to a state where the property does not hold) [53]. 

These approaches have been applied for many years to interactive systems, starting 

from WIMP interaction technique [66] to more sophisticated ones such as multitouch 

[46] or even brace touch introduced in the previous section [70]. In order to ensure that 

the verification is performed correctly, tools and tool suites are developed. [28] pro-

poses a systematic comparison of formal tools for interactive systems highlighting both 

the benefits of these approaches and their limitations. User-related properties can also 

be checked, at least partly, using formal verification techniques as demonstrated in [72] 

which demonstrate how to verify ergonomic rules over a formal model of an interactive, 

post-WIMP, application. 

Interactive software testing. Software testing is another type of technique for detect-

ing development faults. The basic idea is to run a large number of test cases in order to 

detect behaviors that are incompatible with the requirements. Software testing has been 

developed for many years and, in order to deal with the complexity of the cases, model-

based testing is nowadays the most prominent approach [94]. As for model-checking, 

software testing support also the identification of defects and debugging [65]. In the 

area of interactive systems, testing is a complex tasks as user actions are unpredictable 

and the number of cases is infinite [20]. Formal model-based approaches offering for-

mal verification have recently been combined to detect and correct defects in interactive 

systems encompassing both hardware and software aspects of the architecture in Fig. 3 

[18]. 
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6 Conclusion and Perspectives  

This paper has presented a generic framework called POISE (People, Organizations, 

Interactive Systems and Environment) that presents in an integrated way four different 

aspects affecting deeply interactive systems development and exploitation. Based on 

two complementary on faults taxonomy we have presented a comprehensive coverage 

of faults altering the functioning of interactive systems (i.e. human-made and natural 

faults) and the behavior of people (i.e. internal and external to the operator) including 

cognitive biases, deadly sins and standards operators.  

Beyond, the paper has offered an overview of processes, methods and techniques 

offering various means to address all these faults. These contributions come from dif-

ferent research domains such as Formal Methods, Dependable Computing and Software 

Engineering and Human-Computer Interaction. While they usually try to tackle a single 

type of faults, some (which incorporate techniques stemming from multiple domains) 

have been trying to provide more complex solutions dedicated to the design, develop-

ment, evaluation and the operation of interactive system embedding multiple (some-

times conflicting) properties such as usability, user experience, reliability, dependabil-

ity, security, safety … among many other ones [5].  

Due to space constraints and for keeping the message simple, the issues related to 

organizational aspects are not presented. It is however at least as important as the other 

three aspects as the organization structure the work of operators, define the require-

ments, select the development processes and techniques to be used by designers and 

developer and above all plan training and organize operators in teams. Incidents and 

accidents stemming from the organizations are numerous as demonstrated in [78] as 

they might jeopardize all the efforts on the other aspects. As stated in the introduction, 

even though the people are identified as sources of faults, we would advocate that de-

signs should not aim at removing them even though this is the path promoted by Arti-

ficial Intelligence (targeting at unmanned systems as drones or so-called autonomous 

vehicles produced with as limited as possible human intervention. On the opposite, de-

sign and development should rely on trained and qualified operators, supported by us-

able and efficient tools in order to ensure that the human contribution will be fully pre-

sent in future interactive systems. Knowledge, tools and empowerment of designers and 

developers is the only path to deploying perfect interactive systems.  
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