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Abstract. To create effective training programs for operators of ergatic systems, 

it is necessary to investigate their cognitive structures. A powerful tool for the 

study of the dynamics of complex systems is simulation. Cognitive structures are 

considered as compositions of professionally important qualities. The technology 

of synthesis of a composite simulation model of the cognitive structure of the 

operator from patterns that implement individual professional-important qualities 

is proposed. 
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1 Introduction  

The effectiveness of a person's professional activity depends on his psycho-physiolog-

ical state and the possibilities of mastering certain types of activity. Therefore, the ac-

tual problem is the training of an individual in certain types of professional activity, 

taking into account the individual characteristics of sensory, cognitive and motor re-

sponses [1]. This problem is most acute in the field of professional activity related to 

human-machine interaction. At present, an integrated approach is being born in the de-

velopment of human-machine interaction from the standpoint of research and the for-

mation of human cognitive structures.  

We will consider the tasks of professional training of a human operator in man-ma-

chine systems. Analysis of the literature indicates that the modern concept of providing 

man-machine "cooperation" is based on the theory of ergatic systems. An ergatic sys-

tem is a complex control system, of which the human operator is a component, and the 

main task is the optimal distribution of functions between the operator and the technical 

device and their mutual addition [2]. 

mailto:petukhoviv@volgatech.net
mailto:steshinala@volgatech.net
mailto:gorokhovav@volgatech.net
mailto:vlasovana@volgatech.net
mailto:dgvelev@unwe.bg


 

 

On the other hand, a system in which a human operator or group of operators inter-

acts with a technical device in the process of production of material assets, management 

and information processing is called a human-machine system [3]. 

The concepts of “ergatic system” and “man-machine system” are identified in a 

number of works on ergonomics and engineering psychology. For example, we can find 

this point of view in the works of V. Mukhin [4], A. M. Bozhok and B. Kh. Draganova 

[5], V. A. Morozova et al. [6] etc. Other authors have a different meaning in these 

concepts. Among them are A. A. Piskoppel and L. P. Shchedrovitsky [7], A. P. Pyati-

bratov and M. Kh. Abdel-wahed [8]. 

In both cases, one of the objects of the system is a human operator, the need for the 

presence of which is determined by the following well-known factors: 

- the person sets the goal of functioning, both the control object and the operation 

support system, and manages them to achieve this goal; 

- for many reasons, an ergatic system cannot be absolutely reliable, therefore, oper-

ator intervention is required to monitor, diagnose and troubleshoot; 

- due to the incompleteness and imperfection of our knowledge of all processes in 

the ergatic system in the external environment, situations may arise that are called al-

gorithmically unsolvable. 

According to the research of P. G. Belov [9] more than 60 % of the largest incidents 

of the last century were registered at the last quarter of 20-th century, and 33% of them 

were in 80th years. At the same time, the damage from accidents, injuries and occupa-

tional diseases in the workplace reached 7-10% of the gross national product of indus-

trialized countries. 

Analysis of the accident rate at hazardous production facilities shows that the causes 

of about 70% of accidents are caused by the human factor [10, 11]. 

The human factor is an even more significant cause of accidents in the event of ad-

verse events (for example, natural disasters) [12]. 

The above literature review indicates that the modern concept of ensuring the relia-

bility of technogenic objects is based on the theory of ergatic systems. 

One of the main goals of this concept is to reduce the likelihood of critical situations 

and risk zones, providing a mode of sustainable functioning of ergatic systems, which 

is possible only using a systematic approach to its design in an interdisciplinary re-

search format. 

The need to abandon the concept of the analysis of individual operator actions in 

favor of a model of joint human and machine performance is shown by E. Hollangel 

[13]. The author emphasizes the need for a comprehensive study of man-machine "co-

operation", and not "interaction", as is customary now. The use of a systematic ap-

proach was proposed as a methodological basis instead of traditional methods of anal-

ysis and reliability assessment [13]. 

The main procedure for a systematic approach is a decomposition of the operator’s 

professional qualification to the level of professionally important qualities in this con-

text. For effective implementation of professional activity, the operator must have a 

certain set of professionally important qualities (PIQ) characterizing the physical, ana-

tomical and physiological, mental and personal characteristics of a person, useful or 

necessary for the rapid and accurate development and solution of his professional tasks. 



 

 

From the point of view of a systematic approach this set should be corresponded to 

the goal of the operator activity. 

At present, the issues of the relationship between individual PIQs and the success of 

operator activities in general are not sufficiently studied, questions of developing tools 

for the intellectual support of managerial decisions on the degree of correspondence of 

the operator to the position deserve to be asked, there is an incomplete solution to the 

problem of professional selection and training of operational personnel based on the 

achievements of modern intelligent technologies. 

Therefore, an important task is to study the cognitive structures of the operator in the 

form of compositions of PIQ, the possibilities of the development of PIQ, taking into 

account their mutual influence. 

2 Research Methods 

Modeling of the operator’s cognitive structures is used to solve the task with the nec-

essary completeness and versatility to achieve practical results. The features of cogni-

tive structures, primarily their dynamic complexity, complicate the creation of models 

significantly.  

Simulation in such cases allows for the most effective use of the experience and 

intuition of specialists in the study of complex systems. The development of computing 

technology led to the appearance in the 1960s of a specialized method of simulation 

modeling - system dynamics [14]. The method of system dynamics allows for exploring 

the behavior of complex systems, based on the possibilities of computer simulation. In 

contrast to the "traditional" methods of computer modeling, system dynamics gives the 

researcher the tools for modeling in the form of computer-implemented analytic de-

scriptions of system elements and the connections between them.  

Initially, the method was known as “industrial dynamics” and was used exclusively to 

study management problems in production [14]. After some time, this name ceased to 

correspond to the content, since the application of the method turned out to be much 

wider. It turned out to be effective for solving other problems, for example, related to 

urban dynamics, resource management, and the spread of diseases etc. Due to the fact 

that this method can be used for modeling and studying practically any complex sys-

tems, it was called system dynamics [15, 16, 17]. 

System dynamics is aimed at studying not the systems themselves, but the tasks as-

sociated with these systems. The main features of such systems is that they are dynamic, 

contain feedback loops, and their structure is characterized by delays, non-linearity and 

variability of the causes of complex behavior. 

System dynamic models are not able to form their own solution in the form in which it 

takes place in analytical models, but can only serve as a means to analyze the behavior 

of the system under conditions that are determined by the experimenter [18]. 

An important component of system dynamics is the dialogue between the researcher, 

developer, designer in the modeling process with a complex that implements the model, 

which allows the most use of the experience and intuition of specialists in the study of 

real complex systems [19]. This is necessary to control the current results and the ability 



 

 

to adjust the development of the simulated situation in order to obtain new knowledge 

about the nature of the processes being studied, as well as to train specialists in working 

with new systems. 

On the other hand, system dynamics has a significant limitation — limited modeling 

accuracy and the impossibility of its a priori estimation (an indirect characteristic of 

accuracy can be provided by analyzing the model’s sensitivity to changes in individual 

parameters of the systems under study). In addition, developing a good dynamic model 

is often more expensive than creating analytical models and is time consuming. Never-

theless, system dynamics is one of the most widely used methods for solving the prob-

lems of synthesis and analysis of complex systems. 

J. Forrester formulated the basic principles of the system dynamics method, which 

allow him to be considered as a method, despite the absence of a rigorous theoretical 

justification (14). And although it seems to people with a high mathematical back-

ground that system dynamics is a brute force technique, nevertheless, this method is the 

most common tool in the hands of a scientist involved in the problems of research and 

management of complex systems. J. D. Sterman refers to Weston’s research [20], which 

examined the 1000 largest US firms in terms of analyzing the suitability of certain 

methods for in-house planning. The results of this study are shown in tab. 1. 

Table 1. Methods most commonly used in corporate planning 

Methods Frequency of using Percent 

Simulation 60 29 

Linear programming 43 21 

Theory of scheduling 28 14 

Inventory theory 24 12 

Nonlinear programming 16   8 

Dynamic programming   8   4 

Integer programming   7   3 

Queueing theory   7   3 

Other 12   6 

 

The system dynamics method is based on four principles that determine the effective-

ness of the method [14, 15]. 

The first principle: the dynamics of the behavior of an arbitrarily complex process 

can be reduced to a change in the values of some “levels”, and the changes themselves 

can be regulated by flows filling or exhausting the levels. 

The level accumulates the total amount of the studied “product”, which is the result 

of flows entering and leaving it, the values of which are added or subtracted from the 

level. System levels fully describe the state of the system at any given time. The values 

of the levels are the information necessary for making decisions and justifying the con-

trol actions on the system. Levels provide the system with inertia and a “memory” of 

states; they create delays between the inflow and outflow as a cause and effect. 

Changes in levels are caused by the corresponding flows. 



 

 

A level can have a fixed value, or it can be controlled as a function of level values. 

Also the flow has a direction. 

Thus, the totality of levels and flows implementing a model of the dynamics of the 

behavior of an “arbitrarily complex process” will be a system very similar to a water 

supply system consisting of various containers and pipes connecting them. But instead 

of physically simulating the dynamics of the system’s behavior with the help of “water 

supply”, it’s convenient to use mathematical descriptions of the elements of the system 

dynamics model for this purpose, and to simulate the processes taking place in the sys-

tem under study, use numerical methods for integrating these equations. 

The concepts of levels and flows are present in many areas of human knowledge. 

Here are some examples: in mathematics these are integrals and derivatives, in physics 

these are stable states and transitions, in chemistry these are reagents, reaction products 

and chemical reactions themselves, in economics these are levels (e.g. welfare) and 

flows (e.g. labor force), in accounting these are stocks and flows (financial and mate-

rial), in medicine these are the state of the body and the spread of infection, and so on. 

This list can be continued for a very long time, which indicates the obviousness of the 

proposed system dynamics principle proposed by J. Forrester [15]. 

The second principle: all changes in any system are determined by “feedback loops”. 

The feedback loop is a closed chain of interactions that connects the original action 

with its result, which changes the characteristics of the surrounding conditions, and 

which, in turn, are “information” that causes changes. 

The third principle: feedback loops in any system are often connected non-linearly. 

Essentially, this means that information about system levels through feedback indi-

rectly affects levels in a disproportionate and sometimes difficult to predict mode 

The fourth principle: system dynamics is a purely pragmatic apparatus that is able to 

most adequately reflect the nontrivial behavior of a network of interacting flows and 

feedbacks. It is advisable to apply it only when traditional approaches are ineffective, 

when the behavior of objects cannot be accurately mathematically described and only 

rough estimates are possible 

The widespread use of system dynamics as a method of solving problems in various 

fields of human activity is becoming increasingly apparent. Therefore, despite the lack 

of mathematical elegance, system dynamics is one of the most widely used methods 

used to solve research and control problems. 

But the construction of a composite model from them in the case when the object of 

study is a complex system becomes difficult. Therefore, the main focus of the research 

was on the search for ways to formalize and automate this process. Conceptual model-

ing was chosen as a vehicle for this. The conceptual model is used to move from the 

knowledge of experts to their uniform formal description. After that, a formal synthesis 

of the system dynamics model becomes possible [21]. 

The use of conceptual model for the formalization and integration of collective ex-

pert knowledge is presented in detail in our research [22]. 



 

 

3 Synthesis of System Dynamics Models based on Conceptual 

Patterns Technology 

Based on the proposed technology [5], a single conceptual model of the cognitive struc-

ture of the operator was obtained, combining the formalized knowledge of an expert 

group in the form of one or more tree structures, which further provides a formal syn-

thesis of systems dynamics models. 

The conceptual model is implemented in the form of a knowledge base consisting of 

declarative and procedural knowledge [6]. 

In order to solve the problems formulated, declarative knowledge is highlighted as 

follows: 

 tree of goals of the professional activity of the operator Tr, contains a decomposi-

tion of the global goal and the material relations between them, taking into account the 

view of the problem of each expert; 

 the set of patterns A; 

 the set of instances of patterns E; 

 the directories V = {Vk, W}. 

The set concepts and terms are denoted by V. (The base contains information of 

domain, for example, different coefficients and constants. The set of norms and con-

stants is denoted W.) 

In turn, the goal tree can be formally written as the union of the set of vertices of all 

decomposition levels and the set of primitives — vertices for which no further splitting 

is performed: 

  

where k is the hierarchy level,  

nk is the number of vertices of the goal tree at the k-th level of the hierarchy. 

is the set, that is  union of the vertices of the lower level, where m is the 

number of lower vertices for the given vertex. 

The set L is the set of primitives of the conceptual model. The selection of these 

vertices into a separate set is due to the presence of a group of special inference proce-

dures that perform actions only on elements from this set. 

The pattern [7] implies a certain structure having a steady-state structure and a set of 

input, output parameters and initial values. In this paper, the pattern is implemented as 

a construct in the language of system diagrams. 

Formally, a pattern can be represented by the following entry in the language of 

theory of sets: 

P = {St, Fn, X, Y, I}, 

where St is the pattern structure, Fn is the pattern operation law, X is the set of pattern 

input parameters, Y is the set of pattern output parameters , I is the set of initial values. 
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In this paper, the pattern is considered as a “black box” with input and output pa-

rameters (Fig. 1.). 

 

Fig. 1. The formal pattern “black box”. 

You must distinguish the pattern from the pattern instance. A pattern instance is a filled 

pattern that contains information not only about the composition and structure of the 

pattern, but also the specific values of the input, output and initial parameters of the 

pattern and, in addition, each instance is addressed (corresponds) to one of the primi-

tives of the goal tree.  

The declarative knowledge base contains facts that include: a set of pattern, mapped 

by experts to primitives, the goal tree itself, a set of auxiliary variables, reference books 

containing textual knowledge about the subject area under study.  

Procedural knowledge of experts is implemented in the knowledge base in the form 

of inference procedures that allow for formalizing the process of synthesizing a dy-

namic model. The input of the procedures is the declarative knowledge of the 

knowledge base; the output is obtained fragments of system-dynamic models. Inference 

procedures are mappings of the structure of the conceptual model to the structure of 

dynamic models. 

The knowledge base contains three groups of inference procedures: 

1. Inference procedures that define covering actions for each model template. We 

will call them matching procedures. 

2. Inference procedures that determine the material relationships between patterns in 

a dynamic model. 

3. Inference procedures that determine the informational relationships between pat-

terns in a dynamic model. 

By sequentially performing these procedures, we obtain a composite model:  

1) The conclusive procedures D and d determine covered operations for each pat-

tern, i.e. how it (matches) opposites to the primitive of the goal tree. 

a) The direct procedure for matching the primitive to the pattern. 

The task of this procedure is to cover the primitive of the goal tree of the concept 

model by pattern, specifically, by instance of pattern. 

Let Tr be a set of top points of the goal tree of the concept model, L  Tr – a set of 

finite leaves – primitives, then procedure D can be defined as a mapping of the set of 

primitives to the set of instances. 

 D : L  A , (1) 

G 

Fn 

X Y 
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what is more, li  L   aj  A: fi = Fnj , ,k  j,m,i 11  ,  

where fi is the goal of the primitive, Fnj  is the goal of pattern functioning (operation), 

m is the number of primitives of the goal tree of the conceptual model, 

k is the number of pattern instances. 

That is, for any primitive there is an instance of the pattern covering it, if the law of 

the functioning of the pattern covers (satisfies) the goal (s) of the primitive. 

Thus, the matching process is based on the functional coverage of the primitive goal 

by pattern (fi=Fnj). 

b) The procedure for specifying an instance. 

To determine this procedure, it is necessary to introduce additional sets: 

Let E be a set of all instances in the model, and A is a set of all patterns. 

The procedure d can generally be represented as a mapping of multiple patterns to 

multiple terms and norms. 

 d:  D(L)  VW , (2) 

what is more,  

 ai  A  ej  E: ( s Sti   vV) and ( c  Ii  wW), ,k  j,n,i 11  ,  

where n is the number of patterns in the system, k is the number of instances in the 

system. 

That is, for any pattern from a set of model patterns, there is an instance only when 

each element of the pattern structure contains a corresponding element of a set of con-

cepts and terms and when each initial value of the pattern is given a value from the 

norm base - a set of coefficients and constants W. 

In other words, the task procedure fills the model patterns with specific content, 

which is taken from the directories (reference information), thereby creating many 

model instances. 

2) The inference procedure that defines the material relationships between the in-

stances of the patterns. 

In this context, material relations are meant the linking of individual instances via 

the flows. Not only material resources, but also abstract objects can be transmitted 

through the flows in system dynamics. However, here a fundamental difference from 

the information connection between the patterns, which will be discussed below, is em-

phasized. 

At this paper, the instance of pattern is the system-dynamic model that has its own 

structure and content (compound), input and output parameters. The flows are as input 

and output parameters, which can “inflow/outflow” (to/from), in other words, to be 

taken and to be provided as parameters to other patterns. 

The main purpose of the above proposed withdrawal procedures is the formation of 

a new “higher level” submodel based on already formed “lower level” submodels in 

accordance with the hierarchy of goals. 

Graphically, these procedures can be represented as shown in Fig. 2. 



 

 

 

Fig. 2. The fragment of the goal tree. 

Let 1
1
kP , …, 1k

nP  are known patterns, h. e., functionally cover the corresponding ver-

tices of the goal tree. 

It is necessary to determine the rules for inferencing the sub model from these pat-

terns, which covers parent vertex of the pattern tree k
lP  functionally. Where k is an 

hierarchy level of the goal tree vertex, l = 1,…,nk , nk is the number of vertices at the k-

th hierarchy level. 

In the general case, the parent vertex k
lP = {< 1k

iP , 1k
jP >}, that is, represent a set of 

pairwise ordered pairs of its child vertices. Our task is to determine the binding  

procedure:  
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In the general case, with the requirement that all patterns become instances after they 

are filled, the procedure φ  can be represented as a mapping of a subset of instances to 

the product of the same subset of itself. 

 φ : Еl  Еl  Еl , where Еl  Е , (4) 

what is more, еi  Еl   еj  Еl: < еi, еj >  Еl  Еl, k,ni, j 1 , nk is the number of 

patterns in Еl: (nk < n). 

So, scheme of mapping φk  may be represented as a matrix  φk (nk  nk), rows and 

columns that match instances of model patterns. The values of the elements of this ma-

trix represent the presence of relationships between existing models of models at the  

k-th hierarchy level. 

Before describing the principles of matrix construction φk (nk  nk), it is necessary 

to mention about union types between patterns. Two connection types are considered 

in this paper. 

1. The series connection. 

Here the output data, in our case represented by the flows, of one pattern is the input of 

another (Fig. 3.). An explanation should be made here that the case when the input and 

output data are vectors is considered in the paper. For this reason, for simplicity of 

 



 

 

constructing the synthesis algorithm, situations are taken into account when the dimen-

sions of the output and input vectors coincide, and the remaining cases are discarded. 

 

Fig. 3. The example of a series connection of patterns. 

2. The parallel connection. 

In this type of union patterns, both patterns are included in the “higher level” model, 

and their input and output parameters are not connected in any way. In this case, only 

information relations between two patterns can occur, and the simultaneous modeling 

of these patterns is implied (Fig. 4). 

To define a formal relationship between two patterns, redefine the standard notation 

for arithmetic operations: + - serial connection, * - parallel connection. 

 

 

Fig. 4. The example of parallel connection of patterns. 

Therefore, the notation P = P1 + P2 means that yi  Y1   xj  X2 :yi = xj, 

,n, jm,i 11  ,  n  is the number of input parameters of the pattern P2, m is the number 

of output parameters of P1, actually n = m (in this case). 

Define the matrix k (nk  nk). 
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where i = 1, j = 1,…, nk ,  

еi , ej – instances of patterns k-th level, if parent vertex is  к+1 level, 

Mij – the matrix of conjugation of the input and output parameters of two copies. 

In the trivial case, when each instance is supposed to have one input and output pa-

rameter, they do as follows: if there is a serial connection between the patterns, then the 

current matrix element will be equal to 1. 

In the nontrivial case, the element Mij is also a matrix 
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where t =1, p = 1,…, m, m – the number of input/ output parameters of patterns. 

Thus, using the procedure described above, the material interconnection of the model 

patterns is established between themselves, that is, the relationship due to flows.  

1) Inference procedures that determine the information relations of the system-

dynamic model. 

In system-dynamic models, in addition to material relations realized through the 

flows, information relations are widespread, the main purpose of which is to transmit 

information about values between model elements during the simulation process. 

In the proposed approach, three types of information relations are considered de-

pending on the type of interaction objects: the relationship between the structure ele-

ments of two patterns, the relationship between the auxiliary variable and the structure 

element of the pattern, the relationship between the structure element of the pattern and 

the auxiliary variable. 

a) An inference procedure that defines informational relationships between 

structural elements of two instances of patterns. 

Let El  E be a subset of the set of model instances and contain instances covering 

all the child vertices of the parent vertex k
lP  of the goal tree (k is the hierarchy level, l 

is the vertex index at this level). 

There after a mapping 

  : Еl  Еl  Еl, Еl  Е , (7) 

moreover  еi  Еl   еj  Еl: 

< еi, еj >  Еl Еl, k,ni, j 1 , nk is the number of patterns in Еl 

 sp  Sti   ei  st  Stj   ej : < sp, st >  Sti  Stj  Еl  Еl ,  

where s[1;mi] and p[1;mj], mi and mj – the number of  elements of the structure in 

instances еi and еj respectively. 

The first statement says that there is an information connection between two copies 

of the set El, and the second indicates between which elements of the structure of the 

copies this connection is established. 

Consequently, the operator  can be represented as a mapping of a subset of the set 

of instances to the Cartesian product of this set by itself, indicating the elements of the 

structure of the instances between which an information relation is established in the 

general case. 

The scheme of mapping  can be represented as a square matrix  (nk  nk), the rows 

and columns of which correspond to elements of the set El. The values of the elements 

of this matrix are determined by the presence of a connection between the correspond-

ing instances of this set. 

https://www.multitran.com/m.exe?s=consequently&l1=1&l2=2
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In turn, the element Bij of the matrix  (nk  nk) is also the matrix B (mi  mi), where mi 

and mj are the number of structural elements in instances ei and ej, respectively. The 

form of this matrix can be determined as follows: 
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b) The inference procedure that defines the information relations between aux-

iliary variables and instances of model patterns is defined as the mapping of the set of 

auxiliary variables Vk obtained by adding expert knowledge about the modeling object 

to the product of this set with the set of instances of model El, which is a subset of the 

set of all instances of model E. 

In the process of practical work on building system dynamic models based on pat-

terns, the fact was revealed that to build an adequate model some patterns are not always 

enough. For this reason, many auxiliary variables have been introduced into the con-

ceptual model. The main purpose of these objects is to supplement the model built on 

the basis of patterns with expert comments (estimates). 

Let Vk is the set of auxiliary variables of the model, and El is the subset of instances 

of the model, thereafter 

 R1 : Vk   Vk  El,  El  Е (10) 

 moreover, vi  Vk   еj  El: < vi, еj >  Vk  El, (11) 

where i = 1,…,k , k is the number of auxiliary variables of the model, 

k,nj 1  , nk is the number of patterns in El 

Taking into account that each instance has its own internal structure and any element 

of the structure, i.e. ej = <Stj, Fnj, Xj, Yj, Ij>, then statement (11) can be written in the 

following form: 

 vi  Vk   еj  Е1|  sk  Stj  : < vi, sk >  Vk  Stj  Vk  El (12) 

The scheme of mapping R1 can be represented as a square matrix R1 (k  nk), the rows 

of which correspond to elements of the set of auxiliary elements Vk and columns cor-

respond to elements of the set El.  

The values of the elements of this matrix are determined by the presence of a con-

nection between the corresponding elements of these sets. 
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In turn, an element Aij of the matrix R1 (k  nk) is vector A (mj) also, where mj is the 

number of elements of the instance structure еj. The form of this vector is defined as 

follows: 
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c) An inference procedure that defines the information links between the ele-

ments of the structure of the pattern and auxiliary variables. It is defined as a mapping 

of the set of instances of the model El, which is a subset of the set of all instances of the 

model E to the product of this set with the set of auxiliary variables of the model Vk. 

 R2 : El   El  Vk,  El  Е (15) 

 moreover  еi  El  vj  Vk : < еi , vj >  El  Vk, (16) 

where k,n i 1 , nk – the number of patterns in El , j = 1,…,k , k is the number of auxil-

iary variables of the model. 

Taking in account, that each instance has its own internal structure and any element 

of the structure can act as a parameter of information communication, i.e. еi = <Sti , Fni, 

Xi , Yi , Ii>, then statement (16) can be written in the following form: 

  (еi  El |  sk  Sti  )  vi  Vk  : < sk , vi >   Stj  Vk  El  Vk (17) 

The scheme of mapping R2 can be represented as a square matrix R2 (nk  k), the col-

umns of which correspond to elements of the set of auxiliary elements Vk, and rows 

correspond to elements of the set El. The values of the elements of this matrix are  

determined by the presence of a connection between the corresponding elements of 

these sets: 
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In turn the element Cij of the matrix R1 (k  nk) is a vector also, where mi is the number 

of elements of instance structure еi. The form of this vector is define as follows: 
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 (19) 

Application of the given procedures to the corresponding sets of declarative knowledge 

provides a formal synthesis of the composition and structure of the dynamic model, 

adequate to the declarative knowledge of the knowledge base, which is the implemen-

tation of the conceptual model of the studied subject area. 



 

 

4 Evaluation of Accuracy of a Composite Model 

A technique for quantifying the accuracy of recurrent dynamic models implemented in 

instrumental environments using standard integration methods is proposed by V. V.  

Bystrov [7, 8]. 

The simulation errors considered below are by their nature approximation errors and, 

at the stage of creating corresponding models, they can be attributed to method errors. 

As a basic approach to quantifying errors, the method of the reference model was used 

in the following modification, directly oriented to simulation modeling. 

Assuming that: 

1. the studied dynamic model M is a precisely known and unambiguously determined 

composition of relatively independent submodels; 

 М=К { Mi | i I } (20) 

2. for each of the Mi sub-models named in paragraph (1), a reference linear recurrent 

model 

 < Мi ;  ∆Ti> is known,  i I ;  

3.  the only sources of error for the compositional model under investigation are: 

a) deviation of the system-wide time from the elementary cycles of the sub-

models; 

b) the integration method used. 

An additional essential assumption for the proposed approach is the assumption about 

the smoothness of the nominal characteristic function of errors within the real error 

band of each of the used submodels Мi, i I. In practice, this assumption allows the 

real error curves of submodels within the error band to be replaced by the smoothed (in 

other words, properly filtered) curve.  

It should also be noted that the reasons for errors specified in paragraph (3) are ad-

ditive. The circumstance specified here allows instead of a set of reference models 

 < Мi ; ∆Ti >, i I, for each integration method, simply consider the corresponding cu-

mulative nominal error functions (CNEF). 

In the considered method of estimating the methodological error of recurrent dy-

namic models for the construction of CNEF, linear, parabolic, cubic approximation of 

functions were used. For each type of approximation, optimization theorems are 

proved, on the basis of which an analysis of methodological errors is constructed, which 

made it possible to carry out and substantiate the correctness of the choice of the opti-

mal integration step for composite dynamic models. The statements of the theorems are 

given below. The proof of the theorems was carried out using the mathematical appa-

ratus and methods of the theory of extreme problems, namely, linear programming, 

since the problem of studying methodological errors can be reduced to the problem of 

finding extreme points of the generalized error function of the composite model.  











 

 

The system time is considered to be a valid value from the interval [0, 1], which is 

achieved by simple normalization of the values of the elementary cycles of the  

submodels, i.e. scaling with the coefficient  
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of the set {∆Ti | i  I} characteristic cycles of submodels. In addition, it is further  

considered , that this will avoid the need for a detailed account of the “inversion” 

points for the error curves of the submodels on the set of values of the reduced cycles. 

Thus, 

 

1min*
max

1


 



baT
T

i
Ii

i
Ii  

the normalized cycles of submodels, with the corresponding error functions f1(t) and 

f2(t). 

Theorem 1. If CNEF , , decomposition elements {M1; M2} of the  

dynamic model M are linear with respect to t, then the optimal value ∆T* of the system 

time minimizing the error of approximation of M coincides with one of the boundaries 

of the interval [a, b]. 

Theorem 2. The pair composition of recurrent dynamic models with the same type 

of CNEF of the form (21) achieves the smallest approximation error for 
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Theorem 3: The set of optimal system time values for a pair composition of recurrent 

dynamic models that have the same type of CNEF type (22) is non-empty and contains 

at least one point of the set  

. 
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Theorems 2 and 3 allow for generalization the results obtained to multiple compositions 

of recurrent submodels possessing linear CNEF. The empirical method of differentia-

tion of the branches of the CNEF intermediate models can be used as the basis for the 

formation of the composite error function. 
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5 Conclusion 

For the purpose of studying the cognitive structures of a human operator of ergatic 

systems, an information technology has been developed for the conceptual synthesis of 

simulation models (cognitive structures). The technology is based on the use of con-

ceptual modeling. The implementation of the conceptual model in the form of a 

knowledge base provides for the autonomous use of expert knowledge for the auto-

mated synthesis of simulation models. Formal procedures that provide synthesis based 

on the conceptual model of the corresponding simulation model from a set of patterns. 

A technique for the quantitative assessment of accuracy is proposed, which makes it 

possible to optimize the choice of the integration step for composite simulation models 

built from patterns. 
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