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Abstract. Our daily life is profoundly affected by the adoption of au-
tomated decision making (ADM) systems due to the ongoing tendency
of humans to delegate machines to take decisions. The unleashed usage
of ADM systems was facilitated by the availability of large-scale data,
alongside with the deployment of devices and equipment. This trend re-
sulted in an increasing influence of ADM systems’ output over several
aspects of our life, with possible discriminatory consequences towards
certain individuals or groups. In this context, we focus on input data by
investigating measurable characteristics which can lead to discriminating
automated decisions. In particular, we identified two indexes of hetero-
geneity and diversity, and tested them on two datasets. A limitation we
found is the index sensitivity to a large number of categories, but on the
whole results show that the indexes reflect well imbalances in the input
data. Future work is required to further assess the reliability of these
indexes as indicators of discrimination risks in the context of ADM, in
order to foster a more conscious and responsible use of ADM systems
through an immediate investigation on input data.

Keywords: Bias, data quality, data ethics, imbalance measures, algo-
rithm fairness

1 Introduction: background and motivations

Our daily life is profoundly affected by the development and adoption of auto-
mated decision making (ADM) systems [15]. This is due to the ongoing tendency
of humans to make decisions based on software-elaborated recommendations or
even to entirely delegate decision-making to machines. The adopted technical
approaches range from sophisticate neural networks to simpler software systems
that calculate and sort data according to predefined sets of rules.

A crucial enabling factor for these systems is the wide availability of data:
ADM systems are widely used to predict behaviours and classify individuals
depending on patterns extracted from the data collected about them or other
persons. The growing employment of these systems gives rise to both oppor-
tunities and risks at the same time. Opportunities usually concern improved
efficiency of the automated decision processes; on the other hand, one of the
main risks is represented by data and algorithm bias, which usually induces sys-
temic discrimination. Generally speaking, discrimination can be defined as an
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“unjustified distinction of individuals based on their membership, or perceived
membership, in a certain group or category” [10]. Since biased software is soft-
ware that exposes a group (e.g. an ethnic minority, gender, or type of worker) to
an unfair treatment [21], an algorithm - often in order to achieve its optimiza-
tion purposes - might discriminate and filter between people under consideration,
with the result of a disparate impact on different population groups.

A large amount of evidence of discrimination by ADM systems has been re-
cently collected in both scientific literature and journalistic investigations. Herein
we rely on such body of evidence and we select only a few cases of discrimination
caused by ADM systems; we are not proving here a complete review of the liter-
ature on automated discrimination, simply, we wish to highlight their impact on
citizens’ life. In a recent analysis of risk assessment for juvenile justice in
Catalonia [22], the machine learning model marked male defendants and people
of some specific national group as recidivist more frequently than others. Based
on this discrimination problem, researchers suggested a method to assess predic-
tive performance and unfairness in Machine Learning algorithms employed in the
prediction of juvenile recidivism; then, the obtained results have been compared
to Structured Assessment of Violence Risk in Youth (SAVRY), a widespread
risk assessment tool employed to assess the risk of violence in juvenile justice.
Researchers proposed two metrics in order to evaluate fairness: demographic
parity and error rate balance. They discovered that machine learning algorithms
become discriminatory when adopting SAVRY demographic features: male de-
fendants were more likely to be classified as recidivists and foreigners were more
likely to be labelled as high risk although they were non-recidivists.

Another example is represented by the “Black box Schufa” [18]. Schufa,
which is the most well-known credit agency in Germany, asserts to have infor-
mation on more than 67 million consumers and to output a score for each of
them. Telecom providers, retailers, and even banks rely on these scores to sup-
port their business, ranging from determining which customers might get a loan,
to which user get to see a certain ad. Thanks to a crowdsourcing project which
involved 2, 800 volunteers who asked Schufa for their free personal credit report,
researchers reverse-engineered how Schufa works and found that younger peo-
ple are often evaluated worse than older people. The same happens to males,
worse ranked than females. The problem derives from the fact that the General
Equal Treatment Act, whose purpose is to protect consumers from discrimina-
tion based on gender and age, is ineffective with regard to credit bureaus, so age
and gender are legally but unfairly included in the score.

A third representative case is in the field of image classification, and specifi-
cally facial recognition systems, which has collected a lot of critics not only
for the problem of discrimination, but also for the technology per se. The case
concerns commercial gender classification: in [8] the authors revealed how auto-
mated facial image analysis is affected by performance disparity in gender and
race: in particular, the gender classification on female faces works significantly
worse than classification on male faces, and performance are better on lighter
skin tones than darker ones.
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Lastly, it is worthy to mention the “Report of the Special rapporteur on
extreme poverty and human rights” [1], released by the United Nations clearly
disapprove the way governments are actually automating welfare management,
because the collected evidence showed that these systems systematically discrim-
inate the weakest segments of society and exacerbate existing inequalities.

To conclude, the diffusion of ADM systems in a wide range of application
domains has raised serious concerns about discriminatory impact towards certain
individuals or social groups. Despite existing anti-discrimination laws in several
countries forbid – for certain business and government services – unfair treatment
of people based on the so-called sensitive attributes (i.e. specific traits of a person
such as gender and race), this is not enough to mitigate the problem: fairness and
bias in ADM systems remain an open and relevant issue [17]. These problems
emerge in large part due to imbalanced datasets [6], mainly because machine
learning systems search for certain patterns in the input data and apply them
to new data.

In order to investigate this crucial aspect, in this paper we lay the founda-
tions of a risk assessment approach based on quantitative measures to evaluate
imbalance in the input datasets of ADM systems. Specifically, we use two in-
dexes of heterogeneity and diversity to identify imbalance in two datasets that
lead to disparate impact when used to feed an ADM. Our preliminary obser-
vations confirm that the indexes can be used as indicators of risks in datasets
for ADM. The paper is organized as follows. In section 2 we discuss the idea
of imbalance metrics as risk indicators, motivated by the conceptual framework
provided by the series of ISO/IEC standards on Software Quality Requirements
and Evaluation (SQuaRE). In Section 3 we describe our approach, the selected
metrics and the datasets we employed to conduct our exploratory study. Then,
in Section 4 we report the results and discuss then. We take into account the
limitations of this approach in Section 6 and, eventually, we highlight conclusions
and potential future work in Section 7.

2 Imbalance in datasets as risk indicator

Discrimination carried out by ADM systems is often due to imbalance in the
frequencies of certain sensitive attributes in the datasets used as input (e.g.,
for training a machine learning algorithm) [6]. This chain of effects can be in-
terpreted in light of the conceptual model of the series of standards ISO/IEC
25000, also known as SQuaRE [12], where both the internal software quality
and the data quality have an impact on the external software quality, which in
turn impact the users -active or passive- in the contexts in which the software
is employed (quality in use). Figure 1 represents the chain of effects formalized
in SQuaRE. A simplification of this concept is the well-known GIGO principle
(i.e. “garbage in, garbage out”), which states that flawed input data produces
garbage as output.

We use this concept and we propose that bias in the input datasets should
be measured because it has the same propagation effects that data quality is-
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Fig. 1: Data/software bias in the context of quality effects conceptualized in
SQuaRE

sues have, and can cause biased outputs, as most of today software-automated
decisions are based on the analysis of historical data.

In practice, imbalanced datasets may lead to imbalanced results, generating
problems of representativity when the data are sampled - therefore leading to
an underestimation or an overestimation of the population groups - and of im-
balance when the dataset used has not been generated using classical sampling
methods.

Taking as reference this simple conceptual framework, we propose a metric-
based approach to evaluate imbalance in a given dataset as a proxy of risk of
biased output from ADM systems.

3 Exploratory study

We conducted a study aimed at answering the following research question:

Are imbalance measures on a dataset able to reveal a discrimination risk
when an ADM is trained with such data?

3.1 Metrics

In this study we focus on categorical and we propose two indicators of imbalance
in data. The first one is the Gini index [9], a measure of heterogeneity used
in many disciplines and often discussed with different designations: examples
are political polarization, market competition, ecological diversity. Heterogeneity
reflects how many different types (such as protected groups) are represented. In
statistics, the heterogeneity of a discrete random variable R, which assumes m
categories cj with frequency fj (with j = 1, ...,m), varies between a degenerate
(=minimum value of heterogeneity) and an equiprobable case (=maximum value
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of heterogeneity, since categories are all equally represented). This means that
for a given m, the heterogeneity increases if probabilities become as equal as
possible, i.e. the different protected groups have similar representations. The
Gini index is computed as follows:

I =
m

m− 1
·

(
1 −

m∑
i=1

f2
i

)
(1)

where we multiply by m
m−1 in order to normalize the index. According to the

formula, the closer the index to 1 and the higher the heterogeneity is (i.e. cat-
egories have similar frequencies), and viceversa index closer to 0 means more
concentration of frequencies in few categories, thus lower heterogeneity.

The second aspect used to measure imbalance is the diversity. Diversity
indexes provide information about community composition taking the relative
amounts of different species (classes) into account. We use the Shannon index,
which is a measure of species diversity in a community and is calculated in this
way: the proportion of species j relative to the total number of species (pj)
is computed, and then multiplied by the natural logarithm of this proportion
(ln pj). The resulting product is summed across species and multiplied by −1.
Then, we divide by lnm in order to normalize the index as follows:

H = −
(

1

lnm

) m∑
j=1

pj ln pj (2)

Values of normalized Shannon index close to 1 indicate higher diversity (classes
have similar frequencies) while values closer to 0 indicate less diversity (because
frequencies are concentrated in fewer classes). To summarize:

the closer the Gini/Shannon index to 0, the more data is affected by imbalance
and the higher is the risk that such imbalance would cause effects in the output
of an ADM system.

3.2 Data

We tested two datasets, each referring to a different application domain.

• Credit card default dataset. This dataset contains information on de-
fault payments, demographic factors, credit data, history of payment, and
bill statements of credit card clients in Taiwan from April 2005 to Septem-
ber 2005 [14]. The dataset is composed by 25 variables of which four have
demographic character and can be considered as protected attributes (i.e.:
sex, age, education and marital status).

• COMPAS Recidivism racial bias dataset. Data contains variables used
by the COMPAS algorithm in scoring criminal defendants in Broward County
(Florida), along with their outcomes within two years of the decision. The
original dataset contains 28 variables; in particular, eight of such variables
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are considered as protected attributes: first name, last name, middle name,
sex, race, date of birth, spoken language, marital status. [2].

We chose the COMPAS dataset because it is well-known it the scientific
communities that study measures of algorithmic bias and related mitigation
strategies. It was provided by the U.S. non-profit organization ProPublica that
showed that the COMPAS algorithm is distorted in favor of white individuals,
thus exposing black people to a risk of distorted recidivism. ProbPublica inves-
tigation 1 showed that one of the motivations for discriminations was that input
data is highly imbalanced (e.g., black defendants are many more than white
defendants).

The credit card default dataset was chosen because of the high impact of
using ADM software in this domain (see motivations in the Introduction), and
that particular dataset because of popularity: at the time of the research, it was
ranked as the second most voted dataset on credit cards on Kaggle2 and it fits
better our study than the one ranked first (Credit Card Fraud Detection), which
is based on transactions, while we are interested on datasets that collect data
on persons. Differently than COMPAS, the credit card default dataset does not
contain a pre-computed classification, so we trained a classifier with a portion
of the data and ran it on the remainder, observing also in this case a problem
of discrimination (although less evident than in COMPAS): details are reported
in the next section and for reproducibility purposes we share data, code and
environment in a permanent location [16].

4 Results and Discussion

We report results of applying the indexes on selected columns of the datasets
in Table 1: the first two columns indicate the input dataset and sensitive at-
tributes, while Gini index and Shannon index are reported in the third and
fourth columns. Note that we normalize these two indexes between 0 and 1 in
order to ensure their comparability, and we exclude missing values (NA) from our
analysis. We report also the distributions of each class, as basis for interpretation
and discussion in figures from 2 to 5.

For the credit card dataset, we report data for the following variables: sex,
education, marital status and age, expressed as a percentage for each of their
categories. For the COMPAS dataset we report data for the attributes ethnicity,
sex and age category (which includes three age classes, i.e. “Less than 25”, “25-
45”, “Greater than 45”).

The rightmost two columns of Table 1 report the fairness test based on the
separation criterion (equivalence of true positive and false positive for each level
of the protected attributed under analysis, as formalized in [4]) and computed

1 https://www.propublica.org/article/how-we-analyzed-the-compas-
recidivism-algorithm , last visited on May 29, 2020

2 https://www.kaggle.com/datasets?search=credit+card&sort=votes , last visited
on May 29, 2020

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.kaggle.com/datasets?search=credit+card&sort=votes
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with respected to the protected attributes which lowest indexes (hence, higher
risk of discrimination if bias is propagated): “marital status” for the credit card
default dataset and “ethnicity” for COMPAS, which has a tie with “sex” but it
is preferred because of the findings of the Pro Publica study. We found that the
separation criterion was only partially met in the case of “marital status” -no
difference between False Positive rates, but 8% difference for true positive- and
not met at all in the case of “ethnicity” in COMPAS: computation is reproducible
at [16].
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Count
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Fig. 2: Frequency histograms for the classes of the protected attributes SEX and
EDUCATION in the Credit card default dataset.

Table 1: Gini index and Shannon index for each protected attribute in the Default
of credit card clients dataset and in the COMPAS dataset.

Dataset
Protected
attribute

Gini
index

Shannon
index

Fairness (separation)

difference
TP rates

difference
FP rates

Default of credit
card clients

sex 0.96 0.97
education 0.79 0.68

marital status 0.76 0.68 0.08 0
age 0.98 0.88

COMPAS
ethnicity 0.73 0.62 0.23 0.18

sex 0.62 0.70
age category 0.87 0.89
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Fig. 3: Frequency histograms for the classes of the protected attributes
MARITAL STATUS and AGE in the Credit card default dataset.
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Fig. 4: Frequency histograms for the classes of the protected attributes
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Fig. 5: Frequency histogram for the classes of the protected attribute AGE
CATEGORY in the COMPAS dataset.

Credit card dataset. In the literature, issues related to ethical decisions of-
ten appear alongside the field of creditworthiness [19][23]. For this reason, some
studies have been conducted and have recently shown that access to credit is
indirectly modulated by certain attributes such as race, rather than by infor-
mation about the payer’s status [5][7]. The dataset that we analyzed does not
contain the protected attribute race, but contains other personal information,
notably sex, level of education, age, marital status. The data show that 60.4%
of individuals are women, 46.8% of individuals have attended university, the
proportion of single individuals is predominant, and the most represented age
is 29 years old. Looking at the single classes, for the protected attribute “sex”
we found very high and similar indexes, suggesting a certain balance between
the two classes (around 0.6 and 0.4 for female and male respectively). Then, we
observe that categories “education” and “marital status” have most of data
concentrated in certain categories (three out of five for education, two out of
three for marital status): the corresponding two indexes assume values between
0.68 and 0.79, thus reflecting less heterogeneity and diversity than variable “sex”.
Finally, concerning the protected attribute “age”, we note the presence of sev-
eral categories with very different frequencies, which would lead to low values for
Gini and Shannon indexes. By contrast, we obtained very high indexes: a feasible
explanation is given by the fact that a very large number of categories is taken
into account; as a consequence, occurrences are spread on all these categories,
so that none of them present a distinct frequency on the whole. Indeed, in our
frequency histogram we observe the typical shape of a right-skewed distribution.
So, looking at such normal distribution, we can see the histogram as composed
by several categories with high but similar frequencies (in the central region
between around 20-25 and 40-45 years old), which may explain the high value
indexes. Therefore, in presence of a large number of categories the behaviour of
the indexes could be misleading and it would be recommended to aggregate - in
a meaningful manner for the context at hand - the classes in fewer groups.

COMPAS Recidivism racial bias dataset. Previous research has shown
that the data in the COMPAS dataset is imbalanced in favor of white people
and our investigation confirms the previous study [13]: the highest levels of reof-
fending are observed in black individuals. Indeed, analysis show very imbalanced
data considering any of the selected protected classes. Concerning “ethnicity”,
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about 34% of the dataset’s observations refer to white people, while 51.4% re-
fer to black people, indicating that there may be an overestimation of the race
attribute - against black people - which would contribute to the estimation of
recidivism, as suggested by the two indexes: 0.73 and 0.62 respectively for Gini
and Shannon confirmed medium level of heterogeneity and diversity. With re-
spect to the protected attribute “sex”, we note very different frequencies (81%
and 19% for male and female respectively) that result in low value indexes, which
reveal low heterogeneity and diversity. Finally, as regards “age category” we
obtained 0.87 and 0.89 respectively for Gini and Shannon indexes: indeed, we
observe that the distribution is principally concentrated on the class “25-45”
(57.2%) but is almost equally distributed on the other two categories (∼ 21%
each one), so the indexes tend to be higher than expected.

5 Related work

To date, approaches similar to ours are in the direction of labelling datasets for
ethical indication purposes. One consists in a collaboration between MIT Media
Lab and the Berkman Klein Center at Harvard University, which resulted in
“The Dataset Nutrition Label Project” [20]. This initiative aims at avoiding
that flawed, incomplete, skewed or problematic data have a negative impact on
automated decision systems.

A similar approach is the “Ethically and socially-aware labeling” (EASAL) [6],
in which authors propose a conceptual and operational framework to label
datasets and identify possible risks of discriminatory output when used in de-
cision making or decision support systems. Thus, it aims to plan and develop
datasets metadata to help software engineers to be aware of the risks of discrim-
ination.

Yet another labelling approach is proposed by Gebru et al., “Datasheets
for Datasets” [11]: with respect to the previous proposals, this research work
consists of more discursive technical sheets for the purpose of encouraging an
increasingly clear and comprehensive communication between users of a dataset
and its creators.

Finally, although in a different field, it is worth to mention “DataTags -
Share Sensitive Data with Confidence” [3], a project conducted by members of
the Privacy Tools project in collaboration with the IQSS Dataverse team. The
goal of DataTags is to support researchers who are not legal or technical experts
in investigating considerations about proper handling of human subjects data,
and make informed decisions when collecting, storing, and sharing sensitive data.

6 Limitations

As limitations of our approach we could highlight two main aspects. The first
issue is related to the amount of data that has been taken into consideration:
it would be recommended to retrieve a wider number of datasets with all the
concerning information, with the aim of further understanding and assessing
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the reliability of this approach. We are confident that investigating on a wider
amount of data could help to interpret more profoundly the suitability of the
adopted indexes. In the second place, for the purpose of improving our approach
based on quantitative measures, it would be advantageous to take into account
other kinds of metrics, examining and comparing their performance with the
Gini and Shannon indexes. More datasets and more metrics are necessary to
generalize the findings of this exploratory work and being able to deeply un-
derstand whether indicators of imbalance are reliable to anticipate the risk for
potential emergence of discriminatory behavior by ADM software, as it should
be accurately tested the chain of effects through which imbalance propagates.

7 Conclusions and future work

We presented a metric-based approach for detecting risks of biased output from
automated decision making systems due to imbalance in the input data. The
rational of this approach builds upon the conceptual framework of ISO SQuaRE
standard series, in which a chain of quality effects is described: internal software
quality and data quality have effect on external software quality, which in turn
has effect on the quality in use and in the socio-technical context where software
is used. Following this line of reasoning, and in line with the well known GIGO
principle (“garbage in garbage out”), our hypothesis is that bias on input data
will probably cause biased output data: in terms of automated decision systems,
this would lead to potential discriminatory outputs.
We identified a heterogeneity index and a diversity index to measure the level of
imbalance of the values of sensitive attributes and tested them on two datasets.
The results showed that these indexes are able to represent imbalance in datasets
that exposed problems of biased outputs. We also observed that the indexes are
sensitive to the number of categories in the data: the indexes were not well
reflecting the imbalance of attributes with a large number of classes.
In future work we want to test the indexes on a much larger number of datasets.
Furthermore, we will enlarge the set of indexes and we aim to test this approach
on real cases of automated decision making, with a view to understanding when
the underlying hypothesis of the chain of effects holds.
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