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Abstract. We address the problem of devising an optimized energy
aware flight plan for multiple Unmanned Aerial Vehicles (UAVs) mounted
Base Stations (BS) within heterogeneous networks. The chosen approach
makes use of Q-learning algorithms, through the definition of a reward
related to relevant quality and battery consumption metrics, providing
also service overlapping avoidance between UAVs, that is two or more
UAVs serving the same cluster area. Numerical simulations and different
training show the effectiveness of the devised flight paths in improving
the general quality of the heterogeneous network users.

Keywords: Q-learning - UAV - Heterogeneous Networks.

1 Introduction

In mobile networks, the Quality of Experience (QoE) depends on the bandwidth
request of users over space and time. Relying on fixed Base Stations (BSs) to
satisfy the users bandwidth request may not comply with the fluctuating nature
of that request [1]. In some particular cases, e.g. events when a large number of
users is concentrated in the same area, or disasters affecting the network, the
QokFE drops dramatically. Employing UAVs as mobile network elements provides
a possible solution to mitigate this effect [2].

In this work, we address the problem of planning the path of UAVs mount-
ing eNodeB (eNB) functionality to provide support to the fixed BS and offer a
constant good quality to users in an area where the request fluctuates in a cyclic
fashion every 24h. The use of UAVs as BSs has been advocated and discussed in
several recent papers (see e.g., [3-5]). Different approaches can be adopted for
computing the optimal deployment of the UAVs such as optimization or plan-
ning algorithms, for instance MILP in [10], and attractive approaches leveraging
machine learning techniques [6]. More in detail, the problem of planning the path
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Fig. 1. Example scenario: one eNB, 6 clusters, 2 UAVs and 2 CSs

of the UAVs has been previously addressed in [7], by employing the well estab-
lished Q-learning algorithm [8]. However, the work in [7] is tailored to a single
UAV, which poses limits to the applicability in a complex scenario composed of
multiple UAVs. Moreover, the method in [7] does not take into account the need
to recharge the UAV battery and the case in which many UAVs are collaborat-
ing. To overcome these important issues, in this paper we target the problem of
planning the path of a set of UAVs carrying BSs, by taking into account: i) the
energy consumed by each UAV, and consequently the battery recharge and ii)
the deployment of many UAVs in the same area. We then employ a Q-learning
based approach to solve the aforementioned problem in a realistic scenario. Our
results demonstrate the effectiveness of the proposed approach.

The rest of the paper is organized as follows. Section 2 presents the considered
scenario where clusters of nodes are identified. The Q-learning design is described
in Section 3 where both the models and the approach are described. The relevant
performance analysis is in Section 4 while Section 5 concludes the paper.

2 Considered scenario

We consider a scenario (as shown in Figure 1) in which several HetNet users are
under the coverage of a fixed eNB. We then assume that the total area covered
by the fixed eNB is divided into a set of non-overlapping clusters. Each user
is then assigned to a cluster, based on its spatial location inside the area [12].
Each cluster is then characterized by a bit rate request, which is computed as
the average bit rate of the users in the cluster. Without loss of generality, we
also assume that the coverage of each UAV is overlapping the area of the cluster
it is serving.



Parameters Value
Max Speed (Umax) 8.3 m/s
Max Acceleration (amax) 4 m/s2
Battery Autonomy 30 minutes
Flight Altitude 50 m
Weight 6 kg
eNB Mounted Radius (UAV footprint)| 500 m

Table 1. UAV Parameters

Clearly, the transmission undergoes a path loss, which depends on the dis-
tance between the user and the serving BS (either the fixed eNB or the UAV).
Depending on the channel conditions, each user will be subject to a given chan-
nel quality, which is characterized by a specific Spectral Efficiency, typically
expressed in terms of Channel Quality Indicator (CQI). Clearly, the channel
quality has a large impact on the achievable throughput, and hence on several
user application (like video streaming as in [13] ).

In this scenario, a UAV supposedly flies at an altitude higher than the build-
ings height and covers a circular area on the ground. On the other hand, UAVs
have to deal with a limited battery, which has to be mandatory recharged be-
fore running out of energy. A number N¢g of Charging Stations (CSs), equal to
the number of UAVs, are placed on a given distance from the central eNB. The
UAVs can access the CSs and autonomously charge their battery.

The flight path optimization is carried out offline in a centralized way. The
offline approach, also adopted in [11], i) allows to prioritize service on area where
the expected reward is higher, ii) relieves the UAVs of inter-UAV communication,
and iii) assures that UAVs do not overlap in serving the same areas. This is real-
ized by deterministically preventing overlap during the learning stage, whereas
in online distributed optimization this can be tackled by decentralized strategies,
like the bio-inspired one presented in [9].

3 Q-learning design

3.1 UAYV characterization

The UAV model used in the simulation analysis has the features shown in Table
1. We use those features to parameterize the simulation so that both the time
needed to perform each action and the energy consumed are realistic. We assume
that the UAVs are all similar, and that they move between clusters barycenters
and CSs through a straight line. While a UAV is moving or charging or waiting
at a CS, it does not serve any user (i.e., it does not allocated any bandwidth).

3.2 Users clustering

The central eNB is covering an area of radius R, this area can be divided in
clusters of radius r that depends on the mounted eNB footprint. Among these



clusters, the central one benefits of the best CQI and does not need to be covered
by a UAV. If we do consider all the remaining clusters, the size of the Q-learning
problem (represented by a Q-matrix as discussed below) maybe very big and in
that case the computations would be very long, we also do know that in real
life, some clusters have a high or low bandwidth request depending on the geo-
graphical area, for example: green spaces, schools, houses, industrial buildings,
warehouses etc.

Therefore, to optimize the computations, we can consider a number N¢ of clus-
ters C identified by their position (z,y) in space and defined as follow:

C={ cD=(@®y) i=1.Nc}

Each cluster is also characterized by a Spectral Efficiency value SE [bps/H 2],
which is maximal near the eNB station (4 bps/Hz) in our case, and drops ex-
ponentially with the distance from it. The number of clusters is supposed to be
larger than the number of UAVs Ny 4y, where each UAV can cover one cluster
at a time and a cluster cannot be covered by more than one UAV.

3.3 Energy aware Q-learning algorithm

We describe here the energy aware learning algorithm, exploiting the widely
known Q-learning approach formerly introduced in [8] and ever since applied
in a huge variety of frameworks, particularly in [7] where it is applied for one
UAV path planning. In a nutshell, the Q-learning problem space consists of an
agent, a set S of states which the agent can achieve, and a set of actions per
state A. The algorithm computes a reward for each state-action couple. At each
iteration, referred to as one epoch, the algorithm explores a chain of consecutive
states and updates the objective function @ stored in a matrix. Within the e-
th epoch, each one composed by Ny steps corresponding to a fixed number of
time-slots in our case, the computation explores a sequence of states as follows:
from each state s; € S the agent can choose an action a, € A that will lead the
agent to a next state spy1 € S, k being the index of the state within the e-th
epoch state sequence. Executing an action aj in a specific state s, provides the
agent with a reward. The learning algorithm maximizes its cumulative reward
according to an e-greedy policy. This means that at each state, with probability
¢ it chooses a random action and with probability 1 — ¢ it selects the action
that gives a maximum reward [7]. The value ¢ is initialized at 1 and is updated
at each epoch to slowly decrease, this makes the algorithm try many random
actions at the beginning and maximize the reward at the end of the training.

In the proposed energy and quality aware learning algorithm, the agent is one
of the UAVs, and the states and actions are defined as follows: s = s(P, B, T)
where:

— P is the center position of a cluster or of a CS, P € {Cl;..Cln,,CS1..CSn.s}

— B is the battery level which is an integer varying from 1 to Ng, B € {1..10}

— T is the k-th training step, which is also the actual timeslot, varying from a
value of 1 to IVg.



The actions a € {GoCl;..GoCly,,GoCS;..GoC Sy, Cover, Charge, Stay}, are:

— go to a cluster or to a CS;
remain at the actual cluster and cover;

remain at the actual CS and charge;
— idle at the actual CS without charging and wait.

The Stay action is usually performed when the reached CS is already taken
by another UAV. It is important to note that not all actions are accessible from
all states.

The Q-matrix where the state-action rewards are stored is of size Ngiates X
N Actions X Ny ay, where:

Nstates = (No + Nes) X Np x N, Nactions = No + Nes + 3

When at a state s an action a is performed, we obtain a state s’ = (P’, B',T")
Where P’ is the new position if the action performed was Go and remains un-
changed for the other actions. And B’ is the new battery level that decreases if
the action was GoP’ or cover, increases if the action was charge and remains
unchanged if the action was stay. And T =T + 1.

We initialize the Q-matrix by setting a —oo reward for the forbidden actions at
each state. The rules to define the forbidden actions are stated below:

— At a cluster’s center, it is forbidden to charge or to stay (idle mode, not
covering).

— In a CS, it is forbidden to cover.

When the battery is full, it is forbidden to charge.

From any location, it is forbidden to go to a cluster from which the battery

level won’t allow to reach a CS in the next time-slot.

— When the battery is low, it is forbidden to cover a cluster.

The Q-matrix is filled during the learning, at each step k of an epoch e, the
function Q(sg,ar) is computed using the following formula:

Q' (sg, ar) + (1—ar).Q ™Y (sg, ar) +ag.[Re +ymax Q™Y (s 41, ar1)] (1)

Ak+1

Where «ay, € [0,1] is the learning rate, v € [0,1] is the discount factor that
trades off the importance of earlier versus current reward [7]. The elementary re-
ward Ry below denoted Rg%T has two components, one related to the bandwidth
and one to the battery consumption. It is defined as the gain in bandwidth per
time-slot subtracted by the battery consumption observed during the transition
from state si to the new state siy1 performing the action ay:

R%T =a X Rg%/v + B % Rg) (2)



«a and B are coefficients used to give a weight to each component.
The bandwidth related component is calculated as follow:

Nco
(t) SEUAV BBS SEBSi
Ryy = E 8; x B 1-6, B
B i1 { * Buav bitrate; * i) % N, — Ef\gl 5; x bitrate;

%C: Bps o SEBsi
= N¢ bitrate;

3)

where d; = 1 if the UAV is covering cluster ¢, 0 otherwise, By a4y and Bpgg
are the bandwidth (expressed in Hz) available for the UAV and the base station
respectively equal to 5 and 20M Hz. The bitrate; is the data rate request of
cluster ¢ at time-slot t. The SEy 4y is the spectral efficiency with respect to the
UAV (assumed as 4 bps/Hz), while S€ gg; is the spectral efficiency with respect
to the base station which is the highest at the center of the area and decreases
exponentially with the distance, namely it is 2.3222 for clusters 2 — 7, 1.0333 for
clusters 8 — 13 and 0.6139 for clusters 14 — 19.

Given the total bandwidth resources By 4y and Bgg, the reward term Rg%/[/
accounts for the excess data rate offered by the network (with or without UAV)
with respect to the average data rate requested by each users’ clusters.

The battery related component is based on the model established in [14], and
depends on the action a as below:

—(EL+Ev+ED) ifa:Go

(t) —(EL + Eps) if a = Cover
e’ = o (4)
1000 if a = Charge
0 if a = Stay

Where E, By, Ep and Egg are respectively the level flight energy, vertical
flight energy, blade drag profile energy and the users serving energy computed
as in [14], with the following parameters : weight of the UAV plus the BS,
graviational accelaration, air density, area of the UAV’s rotor disk, profile drag
coefficient and the BS power consumption.

In order to perform multi-UAVs path planning, we first train a single UAV
for a large number of epochs, filling a part of the Q-matrix for all the possible
(State, Action) combinations. The remaining parts of the Q-matrix, relative to
the other UAVs are then initialised with the obtained values, as the reward for
a (state, action) combination does not depend on the specific UAV performing
it: hence Q(s,a,d) + Q(s,a,1). The optimal path for the first UAV is given by
taking the action with the maximum reward at each state. These actions are set
as forbidden for all the following UAVs, to avoid having two UAVs colliding in
the center of a cluster. The following UAVs are trained one by one for a smaller
number of epochs, always setting the optimal path undertaken by a UAV as
forbidden for the following ones.
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Fig. 2. Active clusters and Spectral Efficiency in space

Parameters Value
eNB Radius R 2.5[km]
Cluster Radius 0.5[km)]

Total amount of Clusters 19
Active Clusters 8

Number of UAVs and CSs 4
CSs Distance from eNB | 1.5[km]
Total time considered 24 hours
Time-slot Duration 10 minutes
Table 2. Scenario’s Parameters

4 Performance analysis

To evaluate the performance of the proposed approach we implemented a custom
simulator in Matlab and evaluate the algorithm in a scenario where 4 UAVs move
in an area around an eNB radius of 2.5 km. To this aim we set the parameters
as in Table 2.

The 8 active clusters are selected randomly between the total 19 clusters,
the maximum spectral efficiency is 4. The CSs are placed at a 1.5 km distance
around the center, on the axis X and Y. The resulting simulation scenario is
represented in Figure 2.

To simulate the UAV’s behaviour, we make the following assumptions:

— the battery levels are integer values between 1 and 10;
— one battery unit per time-slot is consumed when performing covering;
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Fig. 3. Data rate Over Time

— taking into account the total flight time, we calculate the battery consump-
tion for the movement (that may be 1, 2 or 3 units depending on the travelled
distance);

— one battery unit is gained per time-slot when charging;

— one time-slot is enough for a UAV to reach any destination 4.

We consider 24 hours long epochs, divided in 288 time-slots of 5 minutes. The
requested data rate of the 8 considered clusters changes value at every time-slot,
but is repeated every 24 hours. For the data rate request we generate random
values (between 1 and 1.5 Mbps) for 4 clusters and simulate a realistic request
for the remaining 4. To achieve that, an entire day of max bit rate request is
assumed, computing an interpolation of 24 points, setting a certain value of the
bit rate for each hour. It has been assumed a high request during office hours
(9-12, 14-16), a medium request during the afternoon and a low request during
sleeping hours. From the obtained curve, showed in Figure 3, we map the values
of the data rate for each time-slot.

With these parameters, our Q-matrix is of size 12 x 10 x 288 x 15 x 4 =
2,073,600. To let our agents learn, or to train them, we run the previously de-
scribed Q-learning algorithm for 30000 epochs for the first UAV and 2000 epochs
for the 3 others, after some trials, we fine-tune the elementary reward coefficients
a at 0.995 and 5 at 0.005. The learning rate «y is set at 1+Numb€;NodeVisits , with
Number yodevisits the times the cell corresponding to that particular (state, action)
couple has been visited and updated during the training. Our agents have as an
objective to maximize their respective rewards by improving the QoE of the
users, to manage their batteries, and to avoid service overlapping of the clusters.
The results show that the agents do improve the QoE, and satisfy the service
overlapping conditions, all while managing their battery.

4 With one time-slot (5 min) we can reach any destination, but with different con-
sumption of battery levels depending on the travelled distance



UAV |Time-slots covering|Time-slots charging
1 27% 33%
2 30% 35%
3 28% 35%
4 28% 36%

Table 3. Percentage of Cover versus Charge

Each UAV’s path is represented in a different plot in Figures 4(a)-4(d) where
we can observe that the UAVs move between the clusters and the CSs and also
that a UAV stays at a certain cluster for several time-slots to cover.

We 4906 o o

(b)

Drone Four
(4

Fig. 4. Positions of the 4 UAVs Over Time

The percentage of time-slots spent covering and charging with respect to the
total time-slots for each UAV are presented in Table 3. Knowing that the energy
consumed while covering for 1 time-slot is 1 battery level, the same as the energy
gained when charging for 1 time-slot, it is expected that the percentage of time-
slots charging is a bit greater than the percentage of time-slots covering, as the
energy obtained while charging is spent while moving and covering. If we had
used a larger battery level representation, in rounded up percentage for example,
and applied the same energy model as used to calculate the reward, the energy
gained during 1 time-slot charging would allow to cover for 9 time-slots, but this
means multiplying the Q-matrix size by 10.
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Concretely the improvement of the bandwidth (MHz) is shown in Figure
5 which shows the average data rate request (Mbps) divided by the spectral
efficiency (bps/Hz) for all the clusters with and without the use of the UAVs. The
vertical axis represents the average bandwidth and the horizontal axis represents
the different clusters. The blue bars represent the value of the bandwidth without
the use of the UAVs, the orange bars represent the bandwidth with the use of the
UAVs. Overall, the allocated bandwidth is improved for all the clusters, more
specifically the clusters with the highest original bandwidth request witness a
consequent improvement. Cluster 4 in particular, which is the closest to the BS
and has the highest S€ has no improvements with the UAVs.

The management of the battery can be evaluated by observing Figure 6
which represents the number of times a battery level was reached. Normally the
battery should be used almost fully before being recharged fully, and all the levels
should be reached an almost equal number of times. In the case the agent learns
to optimize the charging/covering actions, it may manage the battery differently,
this adaptation makes the battery levels unequally distributed. In our case, the



most frequent levels are 1, 2 and 3, this could be improved by increasing the
reward coefficient S for the action charge or by assigning a higher reward for
full charging.

The total reward per epoch increases during the learning for all the UAVs.
Figure 7 represents the reward over epochs for the four UAVs separately. UAV 1
was trained for 30,000 epochs and started with an empty Q-matrix, the reward
starts at -16 and reaches 5000, we notice that it is still increasing and requires a
longer training to converge. The rewards over epochs for UAVs 2,3 and 4, which
started with the Q-matrix learned by UAV 1 and trained for 2000 epochs, their
initial reward is 2000 and reaches 6000, also here the reward is increasing but
not converging yet.
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Fig. 7. Reward of UAVs over Epochs

5 Conclusion and future work

We have presented an energy and quality aware flight planning strategy based
on a Q-learning approach. The proposed solution is able to tackle a scenario
where multi-UAVs are deployed. Moreover, we explicitly take into account the
limited UAV battery. More in detail, we have defined separate states, actions
and rewards for each UAV. In addition, we have imposed the service overlapping
avoidance by setting a priority order. This has reduced the size of both the states
and the actions domains, thus leading to satisfying results. Several training steps
with different parameters were performed before reaching these results. However,
we point out that there is always room for improvement, by e.g., increasing the
number of epochs, fine-tuning the reward function parameters, or through a
different state representation with a larger domain for the battery level.
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