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Abstract. The European General Data Protection Regulation (GDPR) has had a 
major impact on data collection and processing practices. It has also challenged 
interaction design aiming to support the effectiveness of data owners’ rights, their 
informed decisions, and their actions regarding how personal information is used 
by companies, governments, and others. Similar legislation has been issued in 
various non-European countries, which means that, in this respect, the HCI com-
munity has an important role to play for users all over the world. This paper pre-
sents the conclusions of a contrastive study with four major e-commerce websites 
in Portugal, where data protection law has been effective since 2018, and four 
analogs in Brazil, where the national Data Protection Law (DPL) has been sanc-
tioned but will only be effective in 2020. The purpose of the study is to examine 
the pre-legislation to post-legislation evolution in the design of interaction for 
communication and action about personal data protection matters, so as to antic-
ipate some of the threats and opportunities ahead of us. Using concepts and ele-
ments of Semiotic Engineering methods and techniques, we found that, within 
the scope of this study, GDPR seems to have had little impact on what European 
users can do and experience online, compared to pre-DPL Brazilian users. We 
discuss some of the possible reasons for this and conclude with thoughts on the 
role of interaction design in empowering data owners for this new regulation era. 

Keywords: General Data Protection Regulation (GDPR), Interaction Design, 
Semiotic Engineering. 

1 Introduction 

The European General Data Protection Regulation (GDPR) [1] has had a major impact 
on data collection and processing practices. It has also challenged the design of inter-
action aiming to support the effectiveness of data owners’ rights, their informed deci-
sions, and action regarding how personal information is used by companies, govern-
ments, and others. [2] Similar legislation has been issued in various non-European 
countries, such as Brazil [3], for example, where part of this research takes place. The 
HCI community has thus an important role to play in helping users from all over the 
world to access and exert their rights in this new era of data protection legislation. 
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E-businesses constitute an interesting domain to evaluate what interaction design 
currently allows users to do or not do with respect to personal data management. Years 
ago, when e-commerce started to flourish, one of the major technical challenges was to 
secure sensitive user data like name and identity, home address, and credit card num-
bers. Moreover, legislation protecting consumers, sellers, and service providers had to 
be enforced by online processes. These factors gave rise to important advancements in 
data security and privacy, as well as to legislation-compliant business process modeling 
and implementation techniques. 

Personal data protection (PDP) legislation does involve security, privacy and legis-
lation-compliant business processes, for which we have decades of successful research 
and development efforts. But it also involves new complex elements, such as informed 
consent and the interpretation or justification of algorithmic decision making, about 
which there is much less available knowledge to support urgently needed solutions. 

This paper presents the conclusions of a contrastive study with four major e-com-
merce websites in Portugal and four analogs in Brazil. As a European country, Portugal 
must enforce GDPR requirements for all online businesses that collect and process their 
clients’ data. Brazil, however, is at a different stage. The Brazilian Data Protection Law 
(DPL) has been issued in August 2018, and will become effective only in 2020. We are 
specifically interested in how interaction design may have changed (or needs to change) 
in order to ensure the users’ ability to know and exert their rights online. 

Portugal and Brazil are used in the study because both countries speak the same 
language and share much of their culture. The focus of the contrast is PDP-related in-
teraction communication and action for first-time website visitors. These visitors are 
the ones who must take the most important step in personal data collection and pro-
cessing matters, they must give the data collectors and processors their informed con-
sent. As a requirement for such consent, they must be able to understand and anticipate 
their rights, what kinds of decisions they can make, and actions they can take regarding 
their data. Appropriately informed consent should allow users to infer (even if in very 
general terms) how to act and what kind of response to expect in key situations, such as 
when exercising the right to be forgotten, or to retrieve their personal data from one 
provider and transfer it to another.  

We used concepts and elements of Semiotic Engineering [4] methods and techniques 
to capture the content and style of metacommunication in the selected websites. Meta-
communication, as proposed by Semiotic Engineering, is an especially productive con-
cept for this kind of analysis. Very briefly, according to this semiotic theory of HCI, 
user interfaces are communication proxies that speak for interaction designers in dia-
logs with users, which take place at interaction time. Through their structure and be-
havior, systems interfaces tell users about the modes, the means, the possibilities, and 
the effects of the kinds of communication that they may have with software systems 
and applications. By so doing, they also communicate one party’s intent to the other. 
Hence, human-computer interaction, in Semiotic Engineering terms, is a case of social 
metacommunication between humans, expressing the designers’ communication about 
how, when, where, why, and for what purposes users can, in turn, communicate back 
with the designed technology.  
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Compared to user-centered HCI alternatives [5,6,7], for instance, the analysis of met-
acommunication has the advantage of bringing software designers and users together 
at interaction time [8], that is, of investigating how senders’ and receivers’ communi-
cative goals are expressed and enabled, how different communicative strategies support 
interface-mediated meaning negotiations, how artificial interface languages and proto-
cols occasionally create asymmetries of power, and so on, and so forth. 

Our findings show that metacommunication design in this particular context is sur-
prisingly poor, both in Portuguese and Brazilian websites. In other words, so far, GDPR 
seems to have had little impact on what users can do while interacting with the ana-
lyzed European websites, in comparison with the non-European, pre-legislation ones. 
Based on our findings, we argue that if nothing changes with respect to supporting 
interaction for personal data management and decision making, we may, against our 
will, end up contributing to the ineffectiveness of GDPR and similar legislation around 
the world. Hence the role of interaction designers in this context is critical, as Bus and 
Nguyen had already concluded following a different line of reasoning. [9] 

This paper is organized in five sections, starting with the present introduction. Sec-
tion 2 is a commentary on related work. Section 3 describes our contrastive study, with 
special attention to the theory and the methodology that was used. Section 4 presents 
our findings. Finally, Section 5 discusses our conclusions and contribution, the limita-
tions of this study, and some directions for future research. 

2 Related Work 

Although GDPR is not just about privacy, this is a central notion in the European reg-
ulation. Privacy studies go a long way in HCI. [10] Legally, however, the role of the 
user after GDPR has changed in important ways. For example, European users are now 
legally entitled to specific privacy management rights, like giving and revoking consent 
for the collection and processing of their data. To be sure, GDPR is, to a considerable 
extent, the result of cultural change regarding privacy and information abuse online. 
But it also raises new questions, like the users’ right to monetize their personal data in 
profitable ways, and the consequences of controlling intelligent agents by learning how 
they predict user behavior, and then playing the reverse game to evade control. [2] 

Users have been long known to agree with terms of services (ToS) and privacy pol-
icies (PP), having little understanding (or no understanding at all) of what such terms 
and policies are saying. [11,12,13,14,15,16] The problem is often traced back to the 
fact that ToS and PP are contracts, and contracts are typically written by lawyers and 
for lawyers, even though they regulate the mutual interest and relations of lawyers’ 
clients. [17,18,19]  

In a comprehensive analysis of privacy-related empirical research, Acquisti and col-
leagues [14] have identified three recurring themes. First, users are uncertain about what 
privacy trade-offs entail. Second, privacy decisions and behavior are always dependent 
on context. The same person can manifest widely different preferences in slightly dif-
ferent situations. Third, people or groups with more insight into the factors that deter-
mine privacy decisions can influence the behavior of others (and thus change one’s 
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individually manifest decisions). This perspective sheds light on previous research re-
sults suggesting that people neglect privacy issues [20,21,22], or that they control pri-
vacy threats by such strategies as falsification, passive reaction, and identity modifica-
tion. [23].  

Earlier GDPR-related research underlines the importance of personal data manage-
ment tools for users to take actual control of their data. [9] More recent research work 
discusses the available kinds of solutions, paradigms or technical support for this. In a 
survey of current technological solutions for processing personal data, Carvalho and 
co-authors [24] study the ways how consent is affirmatively expressed. These include 
consent by electronic signature, consent sent by email or SMS, consent by access code, 
consent by confirmation buttons, and several others. All of them have risks, some more 
than others. Another study by Politou and co-authors [25], analyzes two high-impact 
rights defined by GDPR: consent revocation and the right to be forgotten. The authors 
underline software implementation challenges associated with both, and conclude that 
one of the main reasons for the fact that very few companies are now capable of com-
plying to GDPR is that GDPR provides “little if any technical guidance for entities that 
are obliged to implement it.” [p. 15] One possible solution, they think, is to develop 
low-level implementation guidelines and business-wide requirements modelling. 

Regarding usability and interaction design in the PDP domain, earlier work by Pet-
tersson and co-authors [26] reports on an extensive study with different user interface 
paradigms for privacy-enhanced identity management. One paradigm differentiates us-
ers’ roles (what they are doing), and typically assigns pseudonyms to each role. Users 
can then choose which role they want to play when privacy decisions must be taken. 
Another paradigm differentiates users’ context relations (with whom they are interact-
ing), which allows for bookmarking privacy decisions along with website addresses, 
for example. Finally, the third paradigm associates privacy preferences with physical 
locations (it maps privacy options). Every paradigm opens up different interaction de-
sign solutions and has specific usability testing determinants that researchers must keep 
in mind while investigating user behavior. 

Regarding usability research specifically or more closely related to GDPR, Renaud 
and Shepherd [27] have compiled a list of previously proposed guidelines that can re-
spond to GDPR compliance requirements. The authors have included some of their own 
to the list. Moreover, interdisciplinary work taking HCI and legal factors into consid-
eration, address the use of contract visualizations and icons [18,19] to simplify the le-
galese and the complexity of concepts and terms in ToS and PP statements. We should 
finally note that machine learning and AI techniques have also been explored to face 
the challenges of usable GDPR compliance. For example, some studies propose to au-
tomate the evaluation of published terms and policies. [28,29] Others propose to sum-
marize ToS and PP content, and use it to support question answering dialogs with users. 
[30] 
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3 The Contrastive Study 

The goal of our contrastive study was to examine the spectrum of evolution in interac-
tion design for PDP communication and action, in actual and comparable online appli-
cations. There are different approaches to covering the change from before to after data 
protection regulations. One of them is temporal (historical, diachronic). Another is spa-
tial (structural, synchronic). The former analyzes the same set of objects as they evolve 
over time, while the latter analyzes different sets of objects, which are at different evo-
lutionary stages, at the same physical point in time. For convenience, we chose the 
structural, synchronic approach. In addition to avoiding the costs of longitudinal studies 
with evidence being traced back to two or more years past, this alternative also allowed 
us to discount the change of cultural attitude toward personal data protection during the 
historical period comprised by a longitudinal approach. In our synchronic perspective, 
we used the current cultural context of the two sets of analyzed objects, namely the 
post-legislation interaction design of European websites, and the pre-legislation design 
of comparable non-European websites. 

3.1 The objects of the study 

The objects of our study were four supermarket websites in Portugal – Continente 
(www.continent.pt), Froiz (www.froiz.pt), Pingo Doce (www.pingodoce.pt), and 
Jumbo (www.jumbo.pt) – and four equivalent ones in Brazil – Zona Sul 
(www.zonasul.com.br), Extra (www.deliveryextra.com.br), Super Prix 
(www.superprix.com.br), and Pão de Açúcar (www.paodeacucar.com). Together they 
constitute two mutually exclusive subsets of objects. The Portuguese websites were 
inspected in January 2019, when GDPR had been effective for more than seven months. 
The Brazilian websites, inspected on the same dates, demonstrate the state of affairs 
seventeen months before Brazilian businesses had to comply to the national data pro-
tection legislation. 

The comparability of objects in both subsets was established by the following crite-
ria. First, all objects belong to the same business sector. Second, in all of the websites 
we could run the same inspection scenario. Third, both countries have current legisla-
tion about how businesses collect, control and process their citizens’ personal data 
online. Brazil, however, is not at the same stage of legal enforcement as Portugal. Fi-
nally, both countries speak the same language and share much of their cultural charac-
teristics (Brazil has been colonized by Portugal, and has also been the seat of the Por-
tuguese empire from 1808 to 1821). 

3.2 Semiotic Engineering 

The entire study was informed by Semiotic Engineering [4,31,32]. By looking at social 
communication mediated by computer programs that express, on behalf of participating 
humans, these participants’ communicative intent and content to each other, Semiotic 
Engineering has the advantage of connecting many points and findings that have been 
addressed separately by previous research. 

http://www.continent.pt/
http://www.froiz.pt/
http://www.pingodoce.pt/
http://www.jumbo.pt/
http://www.zonasul.com.br/
http://www.deliveryextra.com.br/
http://www.superprix.com.br/
http://www.paodeacucar.com/
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 Our use of Semiotic Engineering concentrated on the concept of metacommunica-
tion, (introduced in Section 1) and the three classes of computer-mediated social inter-
action signs that the theory investigates, namely: static signs, dynamic signs, and met-
alinguistic signs. They can be used to define different communication strategies, de-
pending on the communication purposes, the context, the means and the modes of in-
teraction made available to the engaged parties.  

Before we define each one of the metacommunication sign classes, it is useful to 
note that in typical communication settings participants alternate between two roles: 
the role of senders and that of receivers. The meaning of signs that they exchange is 
rarely (if ever) the same. Yet, communication is possible mainly because of two factors. 
First, participants typically share a considerable volume of world knowledge, socio-
cultural practices and values, linguistic competence, and so on. Second, inevitable mis-
understanding can frequently be prevented, detected, and corrected during communi-
cation, by means of strategies that are vastly employed on a daily basis, by virtually 
every human being. Therefore, when we talk about the meaning of signs in meta-
communication, we should bear in mind that there are always two human parties in-
volved – the system’s designers and the users – in addition to a computational mediator, 
the system’s interface. In the following definitions, when talking about the meaning of 
signs, we refer to the meaning that humans (designers or users) assign to them, which 
may or may not coincide, but still share substantial elements with one another. 

 
Fig. 1. Illustration of a static sign (a side bar menu item magnified for readability) 

Static signs are those expressed and interpreted instantly. For example, look at Fig. 
1, depicting a snapshot of the interface mockup for an imaginary e-commerce web ap-
plication called The Alchemist Store. The side bar menu item named “Privacy & Data 
Protection” (see the magnified portion of the image) probably means different things 
for interaction designers and application users. When they see the phrase “Privacy & 
Data Protection” followed by the upward arrow, designers know exactly what they 
mean by it. Users, however, may look at this sign and have only an incomplete (or even 
an incorrect) interpretation of what it means. For example, users may interpret this 
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menu item sign as the equivalent of “the access point to knowing more about or taking 
action with respect to Privacy & Data Protection.” Although this interpretation is cor-
rect, it remains incomplete if the users cannot anticipate which actions can be taken, 
under which circumstances, for which purposes, and so on. 

When users assign incomplete or incorrect interpretations to static signs, another 
class of metacommunication signs is typically used to complete and correct such mean-
ings. Dynamic signs are (shorter or longer) sequences of static signs that span over 
time, most often as the result of user-system interaction. The meaning of the entire 
sequence cannot be assigned instantly by any static sign present in its initial state. For 
example, in Fig. 2 we sketch the expression of an extremely short dynamic sign that a 
first-time user of The Alchemist Store will typically encounter. Its duration spans from 
the pre-click to the post-click state of the system. 

 
Fig. 2. Illustration of a dynamic sign (side bar menu items magnified for readability) 

As already mentioned, the static sign shown in Fig. 1 gives a first-time user an im-
precise (and potentially wrong) idea of what this website’s designers mean by “Privacy 
and Data Protection”. However, her interaction shown in Fig. 2 communicates to her 
new meanings that this system’s designers have assigned to the static menu item “Pri-
vacy and Data Protection”. On the background screen, whose menu entries are seen on 
the left-hand side of the magnified area of the image, the user gets the message that she 
can click on the arrowhead to learn more about what she can do regarding privacy and 
data protection, and she does it. Then, comes the foreground screen, whose menu en-
tries are seen on the right-hand side of the magnified area of the image. The system’s 
response to the user’s clicking on “Privacy & Data Protection” communicates addi-
tional messages intended by the designers, namely: that she can learn about “[The ser-
vice provider’s] Privacy Policy”; “What data [the service] collects and why”; how she 
can “Manage [her] data”; and finally, how she can “Get in touch with [them]”. Thus, at 
the end of this tiny sequence of interaction – which constitutes the dynamic sign – the 
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user has new shared meanings with her indirect and asynchronous interlocutors, the 
system’s designers. 

 
Fig. 3. Illustration of a metalinguistic sign (side bar and page content magnified for readability)  

Metalinguistic signs are orthogonal to other signs. Their distinctive feature is to 
communicate something about other signs in the interface language. Typical examples 
of metalinguistic signs include warnings (with signs that refer to dynamic or static signs 
shown in other states of interaction), tool tips (with signs that help users understand the 
meaning of the sign that they are pointing at), and other explanatory or informative help 
messages that appear during interaction. In Fig. 3, we show a different state of the in-
terface for our imaginary website. On the left-hand side of the magnified portion of the 
image, we see once again the submenu items for the “Privacy & Data Protection” op-
tion. The “Manage your data” option is active. On the right-hand side of the magnified 
portion, we see the sketch of page content accompanied by push buttons, communi-
cating instantly what users can do in order to “Manage [their] data”: to View, to Update, 
to Download, to Delete, to Contest (the use of), to Restrict (the use of), to Request [an] 
Explanation (about the use or effect of computations upon) their personal data, and to 
access [their] Requests. The center portion of the image, however, contains text that 
communicates about the meaning of interface signs on the left- and right-hand side of 
the image. These are metalinguistic signs. For example, the text informs that “[some] 
of [the buttons] will allow you to do what you want without human mediation (for ex-
ample, to download your data).” This is a sign that explains other interface signs. The 
same occurs with another portion of the text, saying that “[others] (for example, to re-
strict how we use your data) will require that you fill out and submit a form with your 
request.”  

Interaction designers combine static, dynamic and metalinguistic signs to compose 
several metacommunication strategies with which to get their message across to users. 
The effect of such strategies can be investigated in depth with specific Semiotic Engi-
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neering methods, like the Communicability Evaluation Method. [31] In this paper, how-
ever, we are not going to investigate empirically how users receive and interpret the 
designers’ communication. We will only characterize, based on empirical semiotic ev-
idence, how metacommunication is expressed by the designers, then discuss the range 
of potential effects that can be analytically expected to follow from such expressions. 
As an example of what we mean by analytical effects, compare the metacommunication 
message communicated through the mockup in Fig. 4 with that communicated through 
the mockup in Fig. 1. Regardless of other merits or flaws in each design (which will 
not be discussed in this paper), even without asking the users, it is analytically evident, 
by the mere presence and arrangement of static interface signs, as well as their conven-
tional meaning,  that data protection is more salient in the communication expressed by 
the designers of the interface in Fig. 1 than in metacommunication expressed by the 
designers of the interface in Fig. 4. In particular, regarding the latter, because the design 
uses static signs that have been long seen on website interfaces prior to GDPR (cf. 
“Terms of Use” and “Privacy Policy” at the very bottom of the page), the message 
conveyed by this specific portion of design suggests that there is nothing new in post-
GDPR design in this website.  

  
Fig. 4. Alternative entry page design of The Alchemist Store 

3.3 Method 

Semiotic Engineering methods are interpretive (qualitative), and explore the meaning 
of interface and interaction signs for both the producers (designers) and consumers (us-
ers) of digital technology. [31,32] The contrast between intended and perceived mean-
ings in metacommunication is one of the richest results that Semiotic Engineering meth-
ods can yield. Yet, studies focused solely on the emission or the reception of meta-
communication can also reveal the effects of certain semiotic features of algorithmi-
cally-mediated social communication between humans. 
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In this study we focused on the emission of metacommunication, that is, on the de-
signers’ expression of their message to users. The evidence for semiotic engineering 
analysis was collected by means of an interactive walkthrough of the interface, where 
the analyst played the role of a first-time visitor to the website, guided by the content 
of the following inspection scenario: 

Antonio, a business administrator in his early fifties, is spending vacations with 
friends and family in a nice region of his native country that he has never been to in his 
entire life. Tomorrow, the group will have a barbecue in the front garden of the house 
they are renting, and Antonio is in charge of buying snacks and drinks for ten people. 
He decides to buy them online, but immediately realizes that the food chain where he 
usually shops when at home does not provide services in the place where he is now. He 
must then use a new online supermarket service. 

Antonio is extremely careful with personal data protection when shopping. So, be-
fore he starts, he wants to learn what data the company collects, for what purposes, 
how they handle it, and finally what rights he has as the owner of the data.  

The walkthrough focused primarily on interaction required to find answers to three 
sets of questions: 

• Data Collection 
─ What data is collected? By whom? For what purposes? 

• Data Access, Correction, Portability and Elimination 
─ How can the user access his data? How can he correct it? How can he transfer it 

to another service provider? How can he delete it (be forgotten)? 
• Consent and Explanations 

─ What does he have to consent to? Can consent be partial or revoked? How? Is 
there an explanation for how the automatic processing of his data affects him? 
Can he understand the explanation? 

The analysis consisted of four main steps. Firstly, we looked at how content and 
interactions are communicated (expressed) by the designers of the analyzed websites 
through static, dynamic, and metalinguistic signs (cf. subsection 3.2 to see what this 
means). Secondly, we looked at the distribution of sign classes and characterized the 
designers’ metacommunication strategy. Thirdly, we made an overall assessment of 
what consequences the designers’ strategy might bring about for the quality and effec-
tiveness of GDPR-related communication and action. 

The final step of the analysis was to contrast the findings of post-GDPR Portuguese 
websites and pre-DPL Brazilian websites. Differences and similarities regarding com-
munication strategies and their consequences for users should allow us to appreciate 
the evolution of interaction design to support users’ decisions and actions for personal 
data protection. The walkthroughs were carried out using Firefox 64.0.2, with the rec-
ommended (default) configurations for cookies and security. The browser’s interface 
language was set to Portuguese, which is also the language of the eight inspected web-
sites. 
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4 Findings 

We begin this presentation of findings by noting that evidence of GDPR-related meta-
communication collected during the walkthroughs of all websites is almost entirely 
made up of metalinguistic signs explaining the properties, behavior, policies, and 
terms of use of other interaction signs, namely the website’s interface for online shop-
pers. Fig. 5 presents one example of massively textual communication from designers 
to users about the users’ personal data protection rights, and what they should do to 
exert them. Although this might not come as a surprise, given the novelty of the law 
and data governance practices, the upshot of the virtual absence of metacommunication 
achieved with static and dynamic signs (like, for example, the mockups shown in sec-
tion 3.2) is that users can do little more than read and navigate through long spans of 
text, rather than directly access and download collected personal data, request the dele-
tion, limitation, or specific restrictions of personal data usage online, as suggested in 
Fig. 3.  

 
Fig. 5. A typical interface to exert personal data protection rights 

Moreover, as can also be seen on Fig. 5, for a first-time visitor, metacommunication 
is thoroughly opaque regarding how the users’ rights are handled by the businesses 
analyzed in our study. All of the European ones, tell users to send email (Fig. 5 “medi-
ante envio de e-mail”) or call a telephone number (Fig. 5 “através de contacto tele-
fónico”) to make their requests. In other words, most of the GDPR-related tasks cannot 
be carried out online, through interaction with the website. As previous research has 
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shown [33], since the early days of e-commerce and e-businesses, users seem to per-
ceive the broader social context (especially the ‘people’) behind interfaces. This has 
been evident, for example, with the alternate use of “it” (the interface) and “they” (web-
site owners) when verbalizing interaction with websites. The absence of interaction to 
achieve GDPR-related tasks is, thus, likely to motivate perceptions that although a web-
site or a system may collect and process users’ personal data and online behavior, it has 
nothing to do with the obligations of data controllers and processors obligations (their 
obligations). Websites may then be seen (and possibly used) as a protective shield for 
legally responsible parties. Table 1 summarizes our top-level findings. 

Table 1. Overview of findings. 

Dimensions of  
Analysis 

Portuguese Websites  Brazilian Websites  

Users' Rights to Know, 
Decide, and Act 

All four websites addressed the 
users’ rights. 

Two of the websites partially ad-
dressed the users’ new rights. 

Interaction Design and 
Metacommunication 
Strategies 

Very restricted interaction 
(mainly navigation, scrolling); 
massive textual communication 
to users; most action takes place 
via email or telephone (meta-
communication is almost non-ex-
istent). 

Three of the websites support 
very restricted interaction 
(mainly navigation, scrolling); 
massive textual communication 
to users; action takes place via 
email, chat or telephone (meta-
communication is almost non-ex-
istent). One website provides a 
presumably intelligent assistant. 
PDP-related Q&A is, however, 
very poor. 

Pre- and Post- 
Legislation Contrast 

Although content (information design) is clearly different before and 
after PDP law is enforced, interaction design is not different. Moreo-
ver, even if legislation empowers users to decide when to share per-
sonal data and entitles them to take several actions to manage such 
data, interaction design does not allow them to do so with the same 
ease and agility as they can do their online shopping transactions.  

 
Table 2 summarizes the main features of European websites regarding the use of 

cookies.  This is the most striking post-GDPR difference for first-time users, and also 
one of the few where simple static and dynamic signs fully achieve a PDP task. The 
middle column shows that the phrasing of messages (translated by the author) 
underlines the advantages of using cookies, and in some cases suggests that users can 
not accept to use cookies. Although they can technically do it, if they care to read 
lengthy textual instructions and follow links to web browsers’ documentation on how 
to block cookies, once they load the current website home page, cookies are 
immediately in use with default browser configurations. Moreover, most cookie 
notifications are placed at the bottom of a browser’s screen laden with animations 
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advertising products and discounts. These will most likely distract the user’s attention 
away from relevant PDP information.  

Table 2. Overview of freely translated communication about cookies in Portuguese websites. 

Website Metacommunication Message and  
Location on Screen  

Further Information / Dialog  

Continente 
(PT) 

“Our website uses cookies to enhance and 
personalize your navigation experience. 
As you continue navigation you consent to 
the use of cookies. Learn more.” 
Location: BOTTOM OF BROWSER’S 
WINDOW 

If the user clicks on “Learn 
more”, a pop-up window is 
opened with fixed questions 
about cookies. The answers ap-
pear as the user clicks on the ar-
row control (see Fig. 6). 

Froiz  
(PT) 

“This website uses cookies to enhance 
your experience. As you continue to navi-
gate you agree with such use. If you want 
to know more, see our Cookies Policy. I 
understand. More information.” 
Location: BOTTOM OF BROWSER’S 
WINDOW 

If the user clicks on “More infor-
mation”, a new tab is opened, 
showing a web page with plain 
textual explanations about cook-
ies. The text contains no active 
links. 

Pingo Doce 
(PT) 

“This website uses cookies and other 
tracking technologies to help navigation 
and [enhance] our ability to provide feed-
back, analyze the use of our website, [...] 
present promotional information about 
our services and products, and provide 
content for third parties. Check our Cook-
ies Policy. I accept.” 
Location: BOTTOM OF BROWSER’S 
WINDOW 

If the user decides to check the 
Cookies Policy, a new tab is 
opened, showing a web page 
with typographically designed 
information about cookies. It 
even includes a link to an inde-
pendent legal consultancy 
group’s website, where abundant 
information about cookies is pro-
vided. 

Jumbo 
(PT) 

“We use cookies, of our own and third 
parties, to enhance your navigation expe-
rience and to show you publicity oriented 
to your preferences and navigation habits. 

Click on ‘Accept’ to confirm that you 
have read this and that you accept our 
Cookies Policy. Accept” 
Location: POP-UP HOVERING ON 
THE RIGHT-SIDE OF THE 
BROWSER’S WINDOW 

If the user clicks on the “Cookies 
Policy” link, he navigates to a 
webpage with typographically 
organized information about 
cookies. The problem is that the 
pop-up can only be closed by 
clicking on ‘Accept’. The pop-up 
stays in front of the content 
which should help the user de-
cide (see Fig. 7). The practical 
effect is that of a nagging splash 
screen to persuade users to act as 
the website owners expect. 



14 

 
Fig. 6. Pop-up window with information about cookies in Continente’s website 

 
Fig. 7. Encumbered communication about cookies in Jumbo’s website 

Brazilian websites do not warn the users about the use of cookies (which they all 
use). The irony is that, even though European websites warn their users about it, users 
have no option to say “no”, at least to the first load of cookies placed when they hit the 
home page of the analyzed websites. This communication problem has more to it than 
meets the eye. In these websites, cookie control is the result of interactions with web 
browsers, not web servers. Therefore, although metacommunication is carried out in 
one channel, one context, and with two fairly defined interlocutors (the user and the e-
commerce ‘website’), a silent third party who is mediating the entire process – a web 
browser – is the only one that can effectively do something if users do not agree with 
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the website’s terms of cookie use. The consequence for communication and user expe-
rience may is that, if users want to communicate with the online shopping website on 
different terms, they cannot tell it to the website. They have to tell it to a silent mediator, 
who suddenly steps into the scene. This situation is very similar to the one presented in 
Table 1, where communication needed to turn the users’ rights into full effect is sys-
tematically directed to mediators that can only be reached by email and telephone. 

Further relevant PDP-related evidence comes from a Brazilian website, Super Prix, 
which uses a different pattern of metacommunication. Instead of the plain navigation-
scrolling option to ‘learn more’ about ToS and PP, Super Prix initially offers interaction 
with an ‘intelligent assistant’. At first, if the user clicks on an ostensive “May I help?” 
button floating on the side of the page, a pop-up window is shown encouraging users 
to just ask (“Perguntar”) what they want to know. The added arrow on the right side of 
the screenshot image in Fig. 8 indicates the location and design of the pop-up dialog. 

 
Fig. 8. Brazilian website “free text” interaction when users need help 

Intelligent assistance is more explicitly invoked when users follow the link to this 
website’s Privacy Policy. In Fig. 9, however, we show an example of the assistant’s 
behavior when asked: “What do you have to offer re: Personal Data Protection” (au-
thor’s translation from Portuguese). The user gets two links to information: “What hap-
pens with my credit card data?” and “What must I do to change my registered data?”. 
These links are the answer to several other questions like: “May I erase my data?”, 
“May I see what data you collect?”, and so on. Beneath the brittle chatbot cover, Fig. 9 
also demonstrates the tendency to direct conversation to non-algorithmic interaction. 
The other tabs to the right of “Atendimento Inteligente” (Intelligent Assistance) are: 
“Fale Conosco” (Contact, via email) and “Atendimento via Chat” (Online Chat), with 
human intervention. 
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Fig. 9. Super Prix intelligent assistant behavior 

The findings of our contrastive study can be grouped in three clusters. The first one 
refers to underprovided online opportunities for users to exert their personal data 
protection rights while interacting with the analyzed websites. In all cases they are in-
structed to use email and telephone lines to do it. The second refers to the uncontrolled 
mediation of web browsers in metacommunications regarding the use of cookies. Con-
sent conversations between users and websites (speaking for their designers, developers 
and owners) are only consistent if users accept that websites use cookies. If they don’t, 
they must talk to somebody else (in this case, their browser’s configuration interface). 
Finally, we also found evidence that intelligent conversational agents are not yet an 
option to inform and guide users in their attempts to know how businesses handle their 
GDPR obligations. All relevant information, steps and decisions relative to enforcing 
data protection rights are explicitly directed to human-to-human communication chan-
nels like email and telephone lines. Algorithmic mediation, which has long been in 
place for e-commerce – a comparable data-sensitive and legally ruled application area 
– is clearly not used. In the next section we will discuss these findings and present our 
conclusions about the significance of this study.     

5 Concluding Remarks 

The qualitative study presented in this paper has not been designed to answer questions 
like “how has interaction design changed after GDPR?”, or “how do e-businesses han-
dle their clients’ data protection rights online?” in a generalizing sense. The validity of 
this study is limited by the analysis of only a small set of websites, the contingency of 
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walkthroughs guided by a specific scenario, and the researcher's inevitable interpreta-
tion biases. However, as qualitative methodology requires, the researcher has strived to 
discount such limitations. The adopted strategy has been to use an explicit orienting 
theory throughout the process. Semiotic Engineering has provided not only the initial 
categories of analysis (with the concept of metacommunication and the three classes of 
signs that are used to compose designer-to-user metacommunication messages), but 
also a framework to organize sociotechnical relations among parties involved in PDP-
related interactions and transaction online. The following paragraphs should show that 
this study’s main contribution is to support the elaboration of qualified hypotheses for 
subsequent predictive (or non-predictive) more general inquiries with larger samples of 
interactive systems that collect, store, and process their users’ personal data. 

The findings reported in section 4 are themselves part of the meanings that might be 
inferred from metacommunication by more reflective users. For instance, users might 
ask what the owners and producers of the analyzed websites mean by declining to en-
gage in PDP-related interactions in the same way as they engage in buying and selling 
interactions. The just as interesting reverse question could be asked by reflective inter-
action designers: What might users take this strategy to mean? 

The Semiotic Engineering perspective used in the study can also add significant el-
ements to the current debate on privacy by design [34,35] and usability aspects of 
GDPR-related interactions online. Because it takes metacommunication as its object of 
investigation, and metacommunication involves software producers, software users, 
and software itself, this theory can shed light on certain aspects of current scientific 
discussions that are not necessarily framed in connection with one another.  

The three classes of signs investigated by the theory (see subsection 3.2) establish 
different conditions of meaning making in HCI. Static signs support instant meaning 
making, often associated with intuitiveness and ease of use. Metalinguistic signs, in 
turn, support indefinitely many levels of referential meaning making, which can aug-
ment or correct previous meanings assigned to the interaction objects in reference. It is 
the class of dynamic signs, however, that creates the most complex and intriguing con-
ditions for meaning making. We will refer to this as algorithmically-negotiated mean-
ing making. On the one hand, the expression underlines the fact that dynamic signs are 
controlled by algorithms (computing rules), and are thus inherently akin to what 
Peircean semioticians refer to as legi signs, or signs that are established by some kind 
of law. [36] On the other, the expression also underlines the fact that human meanings 
are always negotiated in social communication. A communication sender (S) can never 
be sure that the communication receiver (R) has captured what she (S) means by a sin-
gle piece of communication. Likewise, a receiver (R) can never be sure that what he 
(R) takes the sender’s (S) communication to mean is actually what she means. As a 
result, social communication is full of interpretation checkpoints and verifications, ad-
justments, corrections, redundancy, explanations, and other meaning-negotiation pro-
cedures that cannot, unfortunately, ultimately guarantee that senders and receivers share 
the same meanings. Certain semiotic theories actually suggest that they never do. [36]  

Computer-mediation, however, creates and enforces meaning stability (or algorith-
mic meaning) that governs metacommunication between human parties. The algorithm 
that captures a user’s click on the “Accept” (‘Aceitar’) button on Jumbo’s cookie use 
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notification interface (Fig. 7) defines the necessary and sufficient technological condi-
tions for a user’s explicit consent to having cookies placed on her device. The same will 
be true of other algorithms defining the necessary and sufficient technological condi-
tions for users to access, modify, delete or transport their personal data.  The problem, 
as Fig. 7 conveniently demonstrates, is how interaction design communicates to us-
ers the meaning of algorithms. The rhetorical effect of a pop-up window that will not 
disappear unless the user clicks on the “Accept” (‘Aceitar’) button is to rush users into 
accepting the terms of service. In other words, interaction design may add meanings to 
the algorithmic rule that establishes the technological protocol for consent. On the other 
hand, the walkthrough has shown that the pop-up window is actually preventing users 
from reading this website’s cookie policy (some portions of it are occluded behind the 
nagging window). If interaction designers did not mean it to happen, it is now the algo-
rithms that are adding (undesired) meanings to the designers’ and possibly the owners’ 
intended message, inducing users to accept personal data usage terms without reading 
them. The challenge indicated by this piece of evidence is that interaction designers and 
software engineers do not always negotiate models and implementation meanings with 
one another. [32] Thus, if algorithms are to be taken as an expression of the law, not 
only interaction design, but also software development processes may need new mean-
ing-negotiation tools for design and development teams to compose and express their 
message in unison and accordance with the owners’ intent. 

Furthermore, dynamic signs may well be the reason why GDPR and DPL matters in 
the Portuguese and Brazilian websites we analyzed are channeled to and processed by 
humans, rather than algorithms. This view connects with Politou and colleagues’ re-
search [25], as well as with studies coming from other domains. For example, Katsh’s 
analysis [37] of the state of the art in online dispute resolutions (ODR) says that in “the 
earliest forms of [ODR] […] email seemed an appropriate tool for communication be-
tween disputants and between disputants and third parties.” [p. 7] Now, however, “the 
role of software has been recognized in discussions of legal doctrine by the expression 
code is the law.” [p.8] Algorithms, as of now, are not ready to stand for GDPR or DPL. 

Our future work with Semiotic Engineering is to explore the merits of alternative 
metacommunication strategies for PDP communication, decision-making, and action. 
GDPR is only a trigger for research that aims to contribute for greater transparency in 
the digital world [38], striving to enable ethics and fairness in power relations estab-
lished by algorithmically-mediated metacommunication among humans. This is the call 
we want to make with this work, that as member of the interaction design community, 
we tell users what is ethically and otherwise important for them to know about their 
rights, and help developers and owners express what they mean to say more effectively. 
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