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Abstract.  Driver distraction is one of the leading causes of fatal car accidents. 

Driver distraction is any task that diverts the driver attention from the primary 

task of driving and increases the driver’s cognitive load. Detecting potentially 

dangerous driving situations or automating some repetitive tasks, using Ad-

vanced Driver Assistance Systems (ADAS), and using autonomous vehicles to 

reduce human errors while driving are two suggested solutions to diminish 

driver distraction. These solutions have some advantages, but they suffer from 

their inherent inability to detect all potentially dangerous driving situations. Be-

sides, autonomous vehicles and ADAS depend on sensors. As a result, their ac-

curacy diminishes significantly in adverse conditions. Analyzing driver behav-

ior using machine learning methods and estimating the distraction level of driv-

ers can be used to detect potentially hazardous situations and warn the drivers. 

We conducted an experiment in eight different driving scenarios and collected a 

large dataset from driving data and driver related data. We chose Long Short 

Term Memory (LSTM) as our machine learning method. We built and trained a 

stacked LSTM network to estimate the driver status using a sequence of driving 

data vectors. Each driving data vector has 10 driving related features. We can 

accurately estimate the driver status with no external devices and only using 

cars Can-Bus data. 

Keywords: Recurrent Neural Network, Driver Distraction, Deep Learning, 

Long Short Term Memory Network. 

1 Introduction 

    Everyday approximately nine people die and more than 1,000 are injured in car 

crashes that are caused by distracted drivers [1]. More than 90% of car accidents hap-

pen due to human error [2]. Using a cell phone or interacting with the car infotain-

ment system significantly increases drivers’ cognitive load and causes driver distrac-

tion. Car crash is the leading cause of teenage death [3]. [4] Mentions that 21% of 

teenagers involved in fatal car accidents were distracted by their cellphone. Teenagers 

are four times more likely to have car crashes while they are texting or talking on the 

phone [4]. Being an attentive driver can reduce the chance of car accidents signifi-

cantly, but it is not the ultimate solution for driver distraction since people do distrac-

tive tasks such as texting although they know it is a serious issue for their safety and 
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can lead to a car crash. AAA Traffic Safety 2016 report mentions that from 2,501 

drivers that participated in their research almost 90 percent said texting while driving 

is very dangerous, but 18 percent of them admitted to texting while driving in the past 

month [5].   

     Driver distraction is any task that diverts the driver attention from the primary task 

of driving and increases the cognitive load of the driver [6,7]. There are four types of 

driver distraction including visual, manual, audio and cognitive distraction. Some 

distracting tasks such as texting cause a combination of these types of distraction, so 

they are more dangerous compared to tasks that only cause one type of distraction 

[8,9]. For instance, texting causes manual, visual and cognitive distraction and it 

makes texting more dangerous than drunk driving. Based on NHTSA research texting 

while driving is six times more dangerous than driving intoxicated [10].  

Enhancing the design of user interface in cars [11,12] to make it more suitable for 

cars’ environment can reduce the cognitive load of interacting with the car’s info-

tainment system. Autonomous vehicles and Advanced Driver Assistant Systems 

(ADAS) are two suggested solutions for enhancing driver safety [13-16]. ADAS can 

handle some specific dangerous situations but they can’t detect all potentially menac-

ing situations [17]. Besides, although autonomous vehicles can drive automatically in 

normal situations using complex sensors and sophisticated artificial intelligence 

methods, they can’t handle some unexpected and extreme events. The human driver 

needs to be ready for taking control of the car in emergency situations [18, 19].  

Driver behavior analysis methods have been used in [20-22] to detect the driver’s 

abnormal behavior or the level of the driver’s cognitive load to estimate and reduce 

driver distraction. A variety of machine learning methods such as Neural Network, 

Hidden Markov Model and Support Vector Machine have been used to analyze driver 

behavior using driver status data, car related data or combination of them [22]. Deep 

learning methods such as convolutional neural networks, deep neural networks and 

recurrent neural networks outperform traditional machine learning approaches in 

many safety-related applications such as pedestrian detection [13]. Driving is an intri-

cated task, so deep learning methods are suitable choices to extract and learn complex 

patterns of driving.  

Driving is a continuous task and the driving situation in each time step depends on 

several previous steps and influences several next steps. Markov Model is a machine 

learning approach that has memory making it a suitable choice for applications with 

dependent inputs. It has been used in many driving safety applications successfully 

[23, 24]. In Hidden Markov Model all possible actions and states need to be defined 

in advance, so it works accurately when we want to detect a specific condition or 

analyze few specific maneuvers. On the other hand, if we have a large number of 

states and possible actions or if all states can’t be defined in advance Markov Model 

is not a suitable choice for our system. In these cases, Recurrent Neural Networks 

(RNN) can be used as a more appropriate method that can learn intricated patterns 

with no need to have previous information about the model [25-27]. In this paper, we 

use a Long Short Term Memory (LSTM) network which is a type of Recurrent Neural 

Network to estimate the driver behavior using both scaled and not scaled driving data.    

We collected a large dataset of driving and driver behavior data vectors by conducting 
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an experiment in 8 different driving scenarios and used the dataset to train an LSTM 

network which estimates the driver behavior using driving data. In section 2, we talk 

about RNN and related works. Section 3 is the experiment and section 4 is data. In 

section 5, we discuss the model that we built using an LSTM network. Section 6 is 

results, and section 7 is the conclusion.  

2 Recurrent Neural Network 

Traditional Neural Networks assume that all input samples are independent of each 

other, so after training the network using each sample, all information about the sam-

ple removes and the next sample doesn’t use any information from the previous ones. 

Besides, they use fixed size input and output data. These assumptions are not true in 

some real-life applications such as speech recognition, language translation, and au-

tonomous driving. People consider their previous experiments and knowledge in each 

time to make a decision and unlike traditional neural network for many real-life appli-

cations, the feature vector in each moment depends on one or several previous sam-

ples. Moreover, in some applications such as language translation, we need to deal 

with variable length inputs and outputs [25]. 

A recurrent neural network (RNN) is a type of neural network that solved these 

shortages of traditional neural networks using a loop in the network that allows in-

formation to persist. A recurrent neural network can be considered as several copies 

of the same network that each network passes a message to a successor. The chain 

shape of unrolled RNN shows that they are a specific architecture of neural networks 

to use for learning a sequence of dependent data. In this type of network, each output 

influenced not only by the current input of the network but also all inputs that have 

been fed to the network until the current step. RNN networks outperform many ma-

chine learning methods in real-life applications such as speech recognition and lan-

guage translation [26,27]. RNNs have been used in many car-related applications such 

as autonomous driving, driver behavior analysis and driving safety. In these car appli-

cations, their performance was much better than other machine learning approaches 

that don’t have memory.  

Various psychological conditions like sleepiness, fatigue, and distraction have an 

adverse effect on driver performance and can lead to fatal car accidents. [28] Dis-

cussed a model that detects driver potentially dangerous psychological conditions 

such as fatigue using a brain-computer interface. It proposed a new recurrent neural 

network architecture called Recurrent Self-evolving Fuzzy Neural Network. This 

model finds the correlation between the driver’s brain activity, that monitors using 

EEG, and the driver’s fatigue level [28].  

[29] Proposed a data collection and data analysis framework called “DarNet”. It 

can detect and classify driver behaviors. The framework has two parts including a 

data collection system and data analyzing part. Images that are collected by a face 

camera and Internal Measurement Unit (IMU) data from a mobile device are the in-

puts of this framework. They used deep learning methods including Long Short Term 
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Memory networks and Convolutional neural network to classify driver behavior and 

reached 87.02% accuracy. 

In this paper, we discuss a model that predicts the driver status using a sequence of 

driving data vectors and a stacked Long Short Term Memory (LSTM) network. We 

only used cars Can-Bus data and we didn’t use any external devices such as camera or 

external sensors to make our dataset. We try both scaled and not-scaled data then we 

compared the results of them. Driver status in this paper shows if the driver is inter-

acting with car infotainment system or not. Besides, if the driver has interaction with 

car infotainment system, what are the features of this interaction. We defined four 

features for each interaction including the number of errors while interaction, the 

length of interaction or response time, the number of navigation steps that the driver 

needs to pass in order to complete the interaction and the driving mode.  

3 Experiment  

We conducted our experiment in the HCaI lab using a Drive Safety Research simula-

tor DS-600 which is fully integrated driving simulation system that includes a mini-

mum 180° wraparound display, multi-channel audio/visual system, full-width auto-

mobile cab (Ford Focus) including windshield, center console, driver and passenger 

seats, dash and instrumentation and real-time vehicle motion simulation. This simula-

tor provides a variety of road types such as urban road and highway. Besides, the 

different driving mode such as night, rain, fog and snow can be chosen for each road. 

We designed an urban road with high traffic. Fig. 1 shows the designed road.  

 

 
Fig. 1.  Designed road 

Four driving modes have been defined including Day, Night, Fog and Fog & night. 

The day mode is called the ideal mode, the Night mode and the Fog mode are adverse 

modes and the Fog & Night mode is the double adverse mode. We defined eight driv-

ing scenarios including four distracted and four non-distracted ones, so in each driv-

ing mode, we have distracted and non-distracted driving scenarios. In a distracted 

scenario, the driver interacts with the car interface continuously. An android applica-

tion has been used as the car interface in this experiment. The application was hosted 

on the Android v4.4.2 based Samsung Galaxy Tab4 8.0 which was connected to the 

HyperDrive simulator. Fig. 2 (a) shows the place that we put the tablet on it to simu-

late the screen of car infotainment system. This application simulates car infotainment 
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system interface in modern cars. We installed the tablet in the middle console next to 

the driver and ran an android application designed for the experiment. The main page 

of the application shows the main screen of car infotainment system and the driver 

can navigate in this application like car infotainment system.  

In this experiment we wanted to detect if the driver had any interaction with our 

application. In non-distracted modes, the driver only focuses on the primary task of 

driving and we use the collected data in the non-distracted modes as the baseline of 

the model since they show no interaction. On the other hand, if the driver interacts 

with car infotainment system, we want to detect the features of this interaction since 

all interactions are not equally distracting.  

We used the minimalist design discussed in [12] as the navigation model of the inter-

face (Fig. 2 (b)). In this navigation model, each command can be reached by 2,3 or 4 

steps of navigation, so we defined three types of tasks including 2-step, 3-step and 4-

step tasks and use them to distract drivers in distracted scenarios. In distracted scenar-

ios, we asked drivers to do some tasks on the interface considering this fact that driv-

ing is the primary task, and he/she shouldn’t only focus on the requested task that has 

less priority compared to the primary task of driving. We define the task as reaching 

to a specific application on the interface that based on our interface design it needs 2 

or 3 or 4 steps of navigation. 

 
Fig. 2.  (a) The blue circle shows the place that we put the tablet in the simulator (b) The 

navigation model that we used in our infotainment system 

We invited 35 volunteers to participate in this experiment by taking around 45 

minutes of simulated drive. They were undergraduate and graduate students of Arizo-

na State University in range 20 to 35 years old and they had at least two years of driv-

ing experience. Each volunteer was trained for 10 minutes before starting the experi-

ment to become familiar with the simulator and the car’s interface. After that, they 

drove in eight different scenarios. In non-distracted modes, they were asked to focus 

on the primary task of driving. In distracted scenarios, we chose some tasks from each 

type of tasks (2-step, 3-step and 4-step), and we tried to have equal number of tasks 

from each type. After that, we asked the driver to start the trip. After few seconds we 

started asking the driver to do some tasks on the interface, reach specific application 

on the interface, and we put the same gap between each two tasks since we want to 
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have a border between the driving data related to each task. They were asked to give 

the highest priority to the primary task of driving and drive as realistic as possible. 

Besides, we added some events, such as pedestrians and bike drivers that jump into 

the road, randomly to each scenario to reduce the learning effect. We observed the 

driver behavior during each task and collected 4 data four each task: 

1. The number of errors during a task: an error is defined as touch a wrong 

icon on the interface, not following traffic rules or have an accident. 

2. Response time: the response time shows the length of interaction. We 

consider the length of interaction from the moment that we asked the 

driver to do the task and the moment that the task is done. 

3. The number of navigation steps. We have three types of tasks including 

the 2-step, 3-step and 4-step task. The number of navigation steps is relat-

ed to the task difficulty level since more navigation steps and longer tasks 

need more attention and cause higher level of distraction. 

4. The driving mode which is the name of driving scenario. We use number 

1 to 4 to shows non-distracted scenarios and 5 to 8 to display distracted 

scenarios. 

4 Data 

In each trip, on average19000 data vectors have been collected by the simulator and 

each of them has 53 features, so we collected 5.3 million driving data vectors during 

this experiment. For each task that we asked the driver to perform, we collected four 

features including the mode of driving, the number of navigation steps, the driver 

response time and the number of errors. In all, we collected 2025 driver related data 

manually in this experiment. The sampling rate of the simulator was set on 60 sam-

ples per second which was the maximum possible rate. We wanted to collect as much 

data as possible and save it as a master data to be used for this and future experiments, 

so we decided to use this high sampling rate since it did not have any negative effect 

on our experiment or our budget. But we didn’t use all samples in our model since in 

our application using 60 samples per second of driving is computationally very ex-

pensive for our machine. Therefore, we decided to compress the dataset. We replaced 

each 20 data vectors with their mean value. Future experiments will investigate if 

different methods of compressing this sampling rate (like median, mode, or any other 

function) would have an effect on the system training time or intelligence level. 

For each driver feature vectors that we collected there are a large number of correlat-

ed driving data vectors that were collected by the simulator. The number of these 

vectors depends on the driver response time. To find the corresponding driving related 

vectors to each driver data vector we divided the collected driving vectors in each trip 

based on the length of the response time of all tasks that have been done during the 

trip. We calculated the sum of the response time for volunteer X in mode Y and calcu-

late the portion of driving data vectors samples which are correlated to each driver 

data vector (1). In this equation, n shows the number of collected driver data vectors 
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in a specific trip and the result shows the percentage of collected driving data vectors 

which is related to specific driver data vectors. 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒(𝑖) = [𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝑖)/ ∑ 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝑘)
𝑛

𝑘=0
] ∗ 100 (1) 

The driving data vectors have 53 features, and we chose 10 of them including speed 

limit, brake, velocity, steering wheel, longitude accelerating, lateral accelerating, lane 

position, accelerating, headway time and headway distance as inputs of our model. 

We used a paired t-test between distracted and non-distracted scenarios in each mode 

to detect the features that are significantly different between distracted and non-

distracted modes (Table 1) and the combination of these 10 features shows signifi-

cantly different between our scenarios.  
Table 1. T-test results for distracted and non-distracted scenarios 

 
Day distracted vs. 

day non-distracted 

Night distracted vs. 

night non-distracted 

Fog distracted vs. 

fog non-distracted 

Fog night distracted vs. 

Fog night non-distracted 

velocity not significant extremely significant significant very significant 

lane posi-

tion 

extremely signifi-

cant 

extremely significant extremely signifi-

cant 

extremely significant 

steering extremely signifi-

cant 

very significant not significant extremely significant 

speed limit not significant not significant significant not significant 

accelerating extremely signifi-

cant 

extremely significant extremely signifi-

cant 

extremely significant 

brake very significant not significant not significant extremely significant 

Longitude 

accelerating 

not significant extremely significant not significant not significant 

Lateral 

accelerating  

not significant not significant not significant not significant 

headway 

time 

extremely signifi-

cant 

not significant significant not significant 

Headway 

distance 

extremely signifi-

cant 

extremely significant extremely signifi-

cant 

not significant 

 

5 LSTM Model 

We chose a multi-input single-output LSTM network for our model. The input of the 

network is a sequence of driving data and the output is a single driver data vector. We 

built three multi-layers LSTM networks with 2,3 and 4 LSTM layers using Keras 

library. We put 50 neurons in each LSTM layer to check a different combination of 

batch sizes, learning rates and activation functions for this model. Finally, we chose 
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100 as the batch size, 0.0001 as the model’s learning rate and ReLU as the activation 

function. We tried both scaled and not scaled data for training this network. We chose 

80% of the dataset as training data and 20% as testing data. Besides, we used 20% of 

the training data as validating data during training process. 

We trained the two-layer network with different numbers of LSTM neurons from 10 

to 1000 and finally, we choose three numbers including 50, 150 and 300 as the num-

ber of LSTM neurons in each LSTM layer and analyze the effects of a low, medium 

and large number of LSTM neurons on the final result. Less than 50 neurons resulted 

in underfitting and increasing the number of LSTM neurons from 300 to 1000 didn’t 

improve the accuracy of the network and only caused overfitting. After 300 LSTM 

neurons instead of increasing the number of neurons, we tried deeper networks to 

improve the accuracy of the model. After training fully connected LSTM networks, 

we tried 20%, 40%, and 50% dropout to reduce overfitting chance of the model but 

using drop-out didn’t have a positive effect on the final accuracy. 

6 Results  

We tried pure data first and trained three different LSTM networks with two, three 

and four LSTM layers. The learning rate is 0.0001, the batch size is 100 and the acti-

vation function is ReLU for these networks. Table 2 shows the train, test and valida-

tion error of them using 50, 150 and 300 as the number of neurons in LSTM layers. 

The layer column shows the number of LSTM layers, the LSTM column shows the 

number of neurons in each LSTM layer, MAE is Mean Absolute Error and MSE is 

Mean Square Error of the model.  
Table 2. Summary of multi-layers LSTM networks results with not-scaled data 

layer LST

M 

Train 

MAE 

Train 

MSE 

Val 

MAE 

Val 

MSE 

Test 

MAE 

Test 

MSE 
2-no scale 50 0.95 2.35 1.4 6.51 1.38 7.25 

2-no scale  150 0.54 0.78 1.49 6.01 1.41 6.37 

2-no scale 300 0.39 0.56 1.45 5.46 1.51 7.33 
3-no scale 50 0.76 1.33 1.44 6.51 1.38 7.25 

3-no scale  150 0.33 0.47 1.39 5.57 1.48 6.93 

3-no scale 300 0.31 0.46 1.4 6.09 1.34 5.33 
4-no scale 50 0.76 1.38 1.38 5.6 1.33 5.93 

4-no scale  150 0.4 0.5 1.4 5.99 1.46 7.19 

4-no scale 300 0.17 0.24 1.49 7.68 1.39 5.92 

  

For the two-layer networks, using 50 neurons in LSTM layers resulted in the most 

accurate model since it has the minimum validation and test error. Besides, the gap 

between the train and test error is less than the rest of them. In the three-layer net-

works, although the network with 300 LSTM neurons has the minimum test error the 

performance of the network with 50 LSTM neurons is better since it has the minimum 

gap between the train and test error that shows the model trained well and it is not 

overfitted. Besides, the test error of this network is close to the network with 300 

LSTM neurons. In the four-layer network, the model with 50 LSTM neurons resulted 

in the minimum validation and test error. Moreover, it has the minimum gap between 
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the train and the test error, so it’s trained better than the rest of the four-layer net-

works.  

In sum, all three networks have their best performance using 50 neurons in their 

LSTM layers. Although adding more neurons enhanced their train error it didn’t have 

a positive effect on the test error and the networks went toward overfitting. We scaled 

all input and output data then trained all networks again using scaled data. Table 3 

shows the summary of three different networks with scaled data and 50,150 and 300 

as the number of LSTM layer’s neuron. In the two-layer LSTM network, we can see 

overfitting in all networks that we trained and the minimum gap between train and 

test error is 1. When we increased the number of neurons from 50 to 300 the test error 

didn’t change much but overfitting decreased. For the three-layer network, the net-

work with 50 LSTM neurons shows the best performance and the least overfitting but 

the performance of two other networks is similar to the two-layer networks with the 

same number of neurons. Four-layer network has better performance and the least 

accuracy for all three number of neurons that we tried.  

 
Table 3. Summary of multi-layers LSTM networks results with scaled data 

layer LST

M 

Train 

MAE 

Train 

MSE 

Val 

MAE 

Val 

MSE 

Test 

MAE 

Test 

MSE 
2-scaled 50 0.11 0.03 1.01 3.36 1 2.67 

2-scaled 150 0.22 0.1 0.99 2.68 1.04 3.36 

2-scaled 300 0.36 0.24 0.98 2.58 1.03 3.39 

3-scaled 50 0.4 0.32 1.01 3.33 0.98 2.88 

3-scaled 150 0.15 0.05 1.03 3.42 1.03 3 

3-scaled 300 0.12 0.03 0.87 2.1 1 3.4 
4-scaled 50 0.57 0.61 0.97 3.36 0.9 2.19 

4-scaled 150 0.5 0.48 1 3.6 0.93 2.55 

4-scaled 300 0.3 0.19 0.9 2.9 1.05 2.97  

 

In sum, the four-layer network with 50 neurons resulted in the minimum test error 

which is 0.9 and it has the least gap between the train and the test error, so we can say 

that the network trained well and doesn’t have overfitting. We tried more LSTM lay-

ers, but the final result was less accurate than the four-layer network. Increasing the 

number of neurons in shallower networks enhance the accuracy and in deeper net-

works, it just increased the overfitting chance. 

7 Conclusion 

Driver distraction is any task that diverts the driver attention away from the prima-

ry task of driving. Advances Driver Assistant Systems, Autonomous Vehicles and 

driver behavior analyzing are some suggested solutions to reduce driver distraction. 

Driver car infotainment system interaction is one of the main sources of driver dis-

traction. Although interacting with car infotainment system, even for short time, caus-

es distraction, the level of distraction and cognitive load which is caused by each task 

depends on many different factors such as the length of distraction, the context of 

driving and the complexity of the task. If the driver can do a specific task on the car 
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infotainment system in a short time and find a specific application with few simple 

navigation steps, the distraction level that is caused by this task is much less than a 

long task such as texting or navigating in a complex interface to reach an application. 

We defined four features for each interaction including number of errors, response 

time, number of navigation steps and the mode of driving. We used 10 driving data 

and a stacked LSTM network to detect the driver status that is defined by these four 

features. We reached 0.95 train MAE and 1.38 test MAE with not scaled data, two-

layer LSTM network and 50 neurons in each LSTM layer. We trained the network 

with scaled data and reached 0.57 Train MAE and 0.9 test MAE with four-layer 

LSTM network and 50 neurons in each LSTM layer. In sum, we detect if the driver is 

distracted by interacting with car infotainment system or not and if he/she is interact-

ing with the car infotainment system, what are the features of this interaction. As 

future work, we can extend this experiment using more driving scenario and new 

distracting task that cover a larger subset of the possible distracting task while driv-

ing. Besides, we can use the output of the model as the input of a decision system and 

give each feature a specific weight to calculate the driver distraction level more accu-

rately. 
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