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Abstract. Nowadays, smart warehouses mostly use Automated Guided Vehicles 
(AGVs) controlled through magnetic or painted paths. This approach is suitable 
for “static slotting” warehouses, and for places where humans do not cross paths 
with mobile robots. Therefore, fixed-path AGVs are not an optimal solution for 
dynamic slotting “chaotic storage” warehouses, where picking and delivery paths 
are often changing. Hence, it is important to create an environment where AGVs 
have planned their path, and storekeepers can see their paths, and mark restricted 
areas by virtual means if needed, for these mobile robots and humans to move 
and stand safely around a smart warehouse. In this paper, we have proposed an 
Augmented Reality (AR) environment for storekeepers, where they can see an 
AGV planned path, and they can add virtual obstacles and walls to the mobile 
robots’ cyber-physical navigation view. These virtual obstacles and walls can be 
used to determine restricted areas for mobile robots, which can be seen for 
example as safe areas for humans’ and/or robots’ stationary work. Finally, we 
introduce the system architecture supporting the proposed AR environment for 
humans-mobile robots safe and productive interaction.  
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1 Introduction 

According to [1], in a “traditional warehouse”, the operations of pickup, delivery, and 
bookkeeping are accomplished by (human) storekeepers. These manual activities have 
several drawbacks, particularly when it comes to storing and fetching inventories into 
and from bin rack storage systems, and keeping paper-based records of the stocks using 
account books, since both activities are (a) time-consuming, (b) prone to human-error, 
and (c) represent a waste of human talent – from a lean warehousing perspective [2]. 
Thus, it is imperative to make traditional warehouses “smart”, meaning: ‘automated, 



unmanned, and paperless – when conducting the operations of pickup, delivery, and 
bookkeeping’ [1]. Furthermore, as the retail revolution in e-commerce, and the rise of 
personalised products continue [3], the ability to manage a larger number of SKUs with 
fewer errors, and with faster pickup and delivery times (i.e. intra-logistics), have started 
to make “static slotting” (i.e. assigning a permanent location in a warehouse for each 
product [4]) not the best practice in the Industry 4.0 era. This considering the Industry 
4.0 vision of “lot-size-one production” [5]. Therefore, “dynamic slotting” is emerging 
as the new best practice in “Warehousing 4.0” in order to accommodate the variability 
in products’ turnover rates, and future wave of picking requirements for seasonal, mass-
customized, and/or personalised products [4]. This “dynamic” approach will contribute 
to reducing time and transport, by having the location of the prime bins next to the 
shipping docks with the high moving products of e.g. the week [4]. Moreover, a more 
advanced and digitally-enabled dynamic slotting approach, known as “chaotic storage”, 
is being practised by Amazon.com, and other online retailers, using any product empty 
bin with any random product that can fit into it, and having a software keeping track of 
the product location, and directing an Automated Guided Vehicle (AGV), drone or 
human to it via an optimised picking route [4]. To be able to control a movement of the 
AGV in a dynamic environment, two tasks must be solved at once: (i) determining the 
position of such AGV, and (ii) describing the environment where AGV is moving. Such 
an approach is well known as Simultaneous Localisation And Mapping (SLAM). It can 
be defined as a process that helps create a map of an unknown environment (including 
obstacles) along with its use to calculate the position of the AGV without any need of 
particular knowledge about its position [6]. SLAM encompasses a number of various 
methods like e.g. Graph SLAM [7], which utilizes the so-called sparse information 
matrices based on observation interdependencies. Meantime, further SLAM approaches 
were developed that differ by used sensors or the purpose of use. For instance, special 
SLAM for use of RGB cameras is presented in [8], which serves mainly in indoor 
applications. Another modification of SLAM for indoor tasks utilizes radio beacons 
and depth sensors (scanners) [9]. To complete this brief overview, in [10] an elderly 
care system is described, which is integrated together with SLAM.  

In this paper, we introduce an Augmented Reality (AR) solution for Humans-Robots 
(i.e. AGVs and drones) safe and productive Interaction (HRI) in dynamic slotting 
“chaotic storage” smart warehouses, where these can communicate in a bidirectional 
way by means of AR mobile/wearable devices at humans, and computer vision at AGVs 
and drones. The main objective is to be able to visually share between humans, AGVs 
and drones their picking and delivery routes around the warehouse in order to avoid 
possible collisions and guarantee their safety.  

2 AR & Computer Vision for Humans-Robots Interaction (HRI) 

The research work and technological development described in this paper focuses on 
the possibilities of using AR mobile/wearable devices at humans (e.g. the Augmented 
& Collaborative Operator 4.0 [11]), and computer vision at mobile robots such as 
AGVs and drones (e.g. Human-Machine Interfaces (HMIs) 4.0 [12]), in the context of 
dynamic slotting “chaotic storage” smart warehouses. This in order to facilitate humans 
and mobile robots safe interaction and visual (control) communication. The advantage 



of using AR technology as a shared and augmented visual language for communication 
between humans and mobile robots, in comparison to traditional and static visual 
controls (e.g. tracks made of an adhesive magnetic tape affixed or painted on the floor 
to be followed by AGVs, and respected by humans), is that it can cope with the dynamic 
nature of the “chaotic storage” smart warehouses, where picking and delivery routes 
will be often, almost always, changing for humans, AGVs, and drones. Therefore, in a 
cyber-physical smart warehouse environment, either real objects in the physical world 
or virtual objects specified by humans and/or mobile robots (e.g. virtual paths and 
virtual walls or fences), can be used to create safe picking and delivery routes, and 
restricted areas for the case of humans’ and/or robots’ stationary work, which mobile 
robots and humans will be able to distinguish. AR technology can provide additional 
data about the environment for the SLAM. 

In the next sub-sections, we introduce the proposed AR-HRI system architecture 
design and provide the needed guidelines for its implementation.  

2.1    Reference AR-HRI System Architecture Design 

The AR-HRI system architecture design consists of three separate, but interrelated 
applications (apps): (i) a Core app installed in a desktop computer, and responsible for 
creating the “AR smart warehouse view” for the humans (i.e. the storekeepers) and for 
the mobile robots (i.e. the AGVs and drones); (ii) the AR app installed in a smart mobile 
phone, or in smart-glasses, allowing the humans, the storekeepers, to view any virtual 
object added in the smart warehouse cyber-physical space in their perception/view                 
of the real-world; and (iii) the Robot app installed in an AGV or drone, which uses 
computer vision to also allow the mobile robots to have in this case a cyber-physical 
view of the smart warehouse as they move around it (see Fig. 1). These apps should 
support many different network protocols (e.g. Ethernet, Bluetooth, Radio Frequency 
technology) to be able to work with different robots or sensors. All these apps together, 
as an AR-HRI system, have the same goal, to provide humans and mobile robots with 
safe dynamic routes for picking and delivery products at the smart warehouse, avoiding 
any collision by means of AR visual controls (i.e. virtual paths and virtual walls). 
 

 

Fig. 1. Reference AR-HRI System Architecture Design 
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2.2    Particular AR-HRI System Architecture: Lab Platform Development 

For developing and testing the proposed AR-HRI system architecture, the following 
software and hardware components where considered for the lab platform development: 
(i) for the Core app, C# programming language was used for the desktop app dev., since 
it is a common programming language among desktop and mobile apps development 
platforms, including Microsoft Kinect [13], and a desktop-computer with the following 
characteristics: 4-cores Intel i7-4710HQ CPU with base frequency at 2.50GHz, 16GB 
of RAM memory, GeForce GTX970M GPU, Windows 10 Pro OS; (ii) for the AR app, 
Unity development platform [14] was chosen due to its multiplatform support, and 
broad range of software development libraries and packages, which allow the possibly 
to extend the solution to other AR platforms such as Microsoft HoloLens [15], and a 
smart mobile phone with the following characteristics: 6-cores Snapdragon 650 w/ 
frequency at 1.80GHz, 3GB of RAM memory, Adreno 510 GPU, Android 6.0 OS; and 
(iii) for the Robot app, except for network communication, C programming language 
was used due to its popularity among robot programmers, and a Khepera III AGV [16], 
which runs an embedded Linux OS, and offers all standard C libraries for its 
programming (see Fig. 2).  
 

 

Fig. 2. Particular AR-HRI System Architecture Design: Lab Platform Development 

Furthermore, the following lessons learned from the lab platform development are 
shared hereunder. 

AR app. The first step to develop an AR app is to detect the scene, and register and 
differentiate the “virtual objects” in relation to the “physical ones”. This itself is a broad 
topic, and many years of research have been already dedicated to it, so here it comes 
the advantage of using the Unity development platform [14] since it provides SDKs 
(Software Development Kits) focusing exactly on these problems. Developers usually 
divide AR-SDKs into two main categories based on their approach to scene-tracking:          
(i) marker-tracking tools, which are based on tracking a known pattern placed in the 
real-world and calculating its transform; and (ii) marker-less-tracking tools, which are 
designed to work in an unknown environment, usually by a combination of device 



orientation, and location sensors comparing consecutive images from the camera. Thus, 
we have investigated and tried multiple AR-SDKs supporting marker-less-tracking for 
the lab platform development, namely: ARCore, Vuforia, Wikitude, Kudan, and Maxst. 
All these AR-SDKs were benchmarked based on their compatibility with peripheral 
devices, performance, quality of tracking, and license type. Maxst [17] was chosen at 
the end as the best for our AR platform solution since it performs well while using little 
computing resources. It is also compatible with most Android and iOS devices and 
offers a free license for non-commercial purposes as long as the application contains 
the watermark.  

Core app. All the AR system logic is implemented in the Core app running on a 
desktop computer. It uses custom protocol built on TCP/IP sockets for efficient two-
way connection with both the AR app and the Robot app. The first step is receiving 
data from the AR app, and additional data from the Microsoft Kinect [13] sensor. These 
are then combined and processed using various computer vision methods, resulting in 
the final map of the “cyber-physical smart warehouse environment” containing both 
virtual and physical objects. Next step is the calculation of the path/route that the mobile 
robot should take between its current and final position for a product pickup and 
delivery. Dijkstra’s shortest path algorithm [18] was implemented for path planning. 
This algorithm was chosen because it guarantees to find the shortest path, and is 
relatively simple to implement. Its drawback is that the algorithm is not the most time-
efficient one, but given the size of our pilot smart warehouse space, it only takes a few 
milliseconds to calculate the AGV path/route. The layout of the Core app can be seen 
in Fig. 3 and consists of four main parts.  

 

 

Fig. 3. The Core App Interface 

The first three parts (i.e. Microsoft Kinect controls, AR server controls, and robot 
server controls) are used for communication setup with Microsoft Kinect sensor, AR 
app, and Robot app. The last part is used for the visualisation of the cyber-physical 
space. In the bottom-left part of Fig. 3, we offer a top view of the lab platform testing 
space with virtual obstacles (the blue rectangles); those recognized by the AGV (the 



yellow circle); the blue line as the AGV path/route direction; and the red number (6) as 
the AGV identificator. The bottom-right part of Fig. 3 allows visualising the planned 
path for the AGV (the blue dotted line), the AGV actual direction (the red line), the 
AGVs position (the orange circle), and the virtual and physical obstacles (the white 
parts). 

Robot app. This app serves as a client that connects to the Core app immediately 
after starting. Its only purpose is to set the speeds of the Khepera III AGV [16] motors 
based on commands incoming from the Core app and providing both infrared and 
ultrasonic sensor readings in case they are needed. Moreover, the Microsoft Kinect [13] 
sensor is used to help to solve two problems that appeared in the initial stage of                     
the Robot app development: (i) determining the AGV’s position and orientation (see 
Fig. 3, top-left section), and (ii) detecting physical obstacles in the real world. 

2.3    Lab Platform Functionalities Testing 

Thanks to the AR app developed, the user was able to view through the mobile device 
camera, the additional virtual walls inserted at the cyber-physical smart warehouse 
environment, and he/she was also able to add or remove these by simply drawing on 
the smart mobile phone screen. Furthermore, we have tested different placement, size, 
and shapes of the virtual obstacles. We have also tested how different obstacles affect 
the Dijkstra’s shortest path planning algorithm [18]. We have proved that the path is 
achievable with no collisions for as long as the width of the whole calculated path from 
the start to the destination is at least 10% wider than the actual width of the AGV.  

Moreover, the AR app and the Core app are connected through Wi-Fi, and each time 
the user makes changes, the Core app is notified of the changes made.  

Fig. 4 shows an example scene. The three blue fences are the virtual walls drawn by 
the user. 

 

Fig. 4. Mobile Robot and Virtual Walls 

The mobile robot was navigated following a virtual path. To achieve this, the Robot 
app was continually calculating the direction that the AGV should be moving on in 
order to keep following the path, then these values along with the mobile robot’s current 
state are used as an input to the fuzzy system [19]. The navigation system is designed 
so that it outputs two values, one for each AGV wheel. These values are then sent to 



the mobile robot using the same protocol (i.e. TCP/IP) as for communicating with the 
AR app. Additionally, the Khepera III AGV [16] has a marker placed on top of it. This 
marker contains several simple shapes arranged in a specified order. Since the layout 
of the shapes is known (see Fig. 4), we can use it to find the mobile robot in the image 
and determine its location and orientation. The image is obtained from the Microsoft 
Kinect colour camera. This task can be also solved using only images from the AR app, 
but since the smart mobile phone camera is not stationary, it would be significantly 
more complicated, and the user would be required to keep the mobile robot in the 
camera view all the time. Hence, the problem of detecting physical objects would be 
even harder because images in the AR app are captured using only one camera, which 
means that they lack any information about the depth of the scene. There are techniques 
for estimating depth from a single image, but these are not accurate enough for our case. 
The Microsoft Kinect depth sensor has proven to be a good choice thanks to its high 
precision. 

3 Conclusions and Future Research 

Although not yet widely adopted, AGVs and drones will revolutionise the way products 
are transported inside a smart warehouse. Nevertheless, not all smart warehouses will 
become “unmanned”, some may still require humans, AGVs and drones collaboration 
for their optimal performance, so it is in these cases where our AR solution for humans-
mobile robots safe and productive interaction aims to contribute. Based on the literature 
review conducted, we have created a reference system architecture that describes an 
AR implementation into traditional SLAM techniques. Moreover, we have developed 
a case study based on the proposed architecture to perform functionalities testing by 
observations. 

Further research will focus on testing other AR wearable/mobile devices such as 
smart-glasses, testing other shortest path planning algorithms, and testing other robots’ 
localization techniques. Thus, using AR wearable devices such as Microsoft HoloLens 
headset [15] will bring the advantage of hands-free to storekeepers. Algorithms able to 
solve path search and planning under “dynamic changes” of warehouse parameters 
promise considerable improvements to our current solution. Particularly, modifications 
of the D* algorithm, which is an extension of the Dijkstra’s path planning algorithm, 
will be in the focus of future research [20] [21]. We have used a Microsoft Kinect sensor 
for localization of the AGVs in lab testing space. In future research, we also plan to 
focus on more suitable ways of AGVs localization in large warehouses, like Wireless 
Node Monte Carlo Localization [22], positioning based on RFID technology [23], or 
localization based on Bluetooth Low Energy [24]. 
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