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Abstract. The Internet and computer networks are currently suffering
from different security threats. This paper presents a new method called
AMF-LSTM for abnormal traffic detection by using deep learning model.
We use the statistical features of multi-flows rather than a single flow
or the features extracted from log as the input to obtain temporal cor-
relation between flows, and add an attention mechanism to the original
LSTM to help the model learn which traffic flow has more contributions
to the final results. Experiments show AMF-LSTM method has high
accuracy and recall in anomaly type identification.

1 Introduction

The Internet and computer networks are currently suffering from different
security threats [1]. The Global State of Information Security Survey 2015 [2]
found there is a great increase in security incidents during the last several years.
Network anomalies stand for a large fraction of the Internet traffic and compro-
mise the performance of the network resources [1, 3]. With the growing network
scale, the traditional methods face two problems: i) the processing speed is too
slow, unable to cope with the massive network traffic data in today’s Internet en-
vironments; ii) it may invade the user’s privacy. This situation can be alleviated
by using machine learning methods, which are successfully used in many other
areas. However, most of the traditional machine learning methods always focus
on the traffic itself and extract their own characteristics to detect the potential
anomalies.

As we know the data transmitted in network is in the form of flows. There
is always a temporal correlation between flows, which is also true for abnormal
traffic in the network. In previous work, researchers focus on the characteristics
of traffic itself, but ignore that many network anomalies have potential temporal
correlation. RNN (Recurrent Neural Networks) is widely used in the fields that
are time series related. Recently, there are some works using RNN and LSTM
(Long-Short Term Memory) to detect abnormal traffic [4, 5], but they only use
a single flow to repeat multiple times, which can only learn the relationship
between themselves and cannot learn the relationship between different flows.
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This paper presents an anomaly detection method using deep learning model
based on AMF-LSTM. The proposed method has three important features: i)
use the previous traffic flows as auxiliary features of the traffic to be detected;
ii) use LSTM to find the hidden temporal correlation between these flows, and
iii) use the attention mechanism to make model focus on the traffic and features
that are useful for the results.

2 AMF-LSTM Model

We proposed an AMF-LSTM (Attention-base Multi-Flow LSTM) model
for network anomaly detection. Attention means that our model is based on the
attention mechanism [6]. Multi-Flow means that we not only use the character-
istics of the current flow itself to detect the anomalies, but also use the previous
traffic flows with temporal correlation to assist in detecting abnormal traffic.
LSTM means the main body of our network is based on the long short-term
memory networks [7]. Fig. 1 shows the structure of AMF-LSTM model.

‘ ATTENTION ‘
.

Fig. 1. Structure of AMF-LSTM

3 Experiment

We use CICIDS2017 [8] as the experimental dataset. The dataset contains
benign and the most up-to-date common attacks, which resembles the true real-
world data. The implemented attacks includes the most common attacks based
on the 2016 McAfee report [9].

Our experiment mainly has the following hyperparameters: n, the number
of flows are selected to detect the traffic; the learning rate, which is the step
size of neural network for each learning; and the number of LSTM hidden nodes,
which is the number of nodes that LSTM uses to learn.
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Fig. 2. Accuracy and Recall of 8-Category Classification

We first study the effect of learning rate and hidden nodes on the model
accuracy, and find the best value of hidden nodes is 256, and the optimal learning
rate is 0.0001. Then, we perform two sets of experiments with n = 10 and n = 20.
The experimental results are similar, probably because the attention can focus on
where it is needed. We compare the performance of our model with several classic
machine learning algorithms, such as Naive Bayes, SVM, AdaBoost, MLP, and
the original LSTM. The results of accuracy and recall comparison are shown in
the Fig. 2. We can see that our model is significantly better than other machine
learning algorithms, both in accuracy or recall.

We further conduct a deeper study on model with n = 10, Ir = 0.0001,
node_num = 256, which achieves the best performance. The evaluation metrics
are shown in the Table 1. As we know, it is far more harmful for a system to
judge abnormal traffic as normal traffic than to judge normal traffic as abnormal
traffic. Therefore, we pay more attention to the value of recall. According to the
table, our model can identify most of the anomalies correctly.

Table 1. The Results of Different Evaluation Metrics

Precision Recall | Fl-score | Flows

Normal 0.98 0.91 0.94 348631

DDoS 0.83 0.98 0.90 25606

PortScan 0.82 0.99 0.90 31786
BOT 0.05 0.75 0.10 394

Infiltration 0.00 0.75 0.01 8
Web Attack 0.04 0.81 0.07 436
Patator 0.38 0.53 0.44 2767
DoS 0.87 0.88 0.87 50532




4 Related Work

In prior studies, a number of approaches have been proposed for network
anomaly detection. Sun et al. [10] present a survey of intrusion detection tech-
niques for mobile ad-hoc networks (MANET') and wireless sensor networks (WSN).
Sperotto et al. [11] explain the concepts of flow and classified attacks, and pro-
vide a detailed discussion of detection techniques. Abbes et al. [12] introduce an
approach that uses decision trees with protocol analysis for effective intrusion
detection. Khan et al. [13] use genetic algorithms to develop rules for network
intrusion detection. Tthere are also large number of methods using Neural Net-
work. An example of ANN-based IDS is RT-UNNID [14]. Thilina et al. [15] pro-
pose a novel framework to perform intruder detection and analysis using deep
learning nets and association rule mining. Yuan et al. [16] use the LSTM-CNN
framework to find users anomalous behavior. Most recently, Zhu et al. [4] use
CNN model for network anomaly detection and identification and achieve bet-
ter performance than traditional machine learning algorithms. Although RNN
[5] and LSTM [17] have been used to detect abnormal traffic before, they only
use a single flow as the input of RNN and recurrent itself multiple times. In
our opinion, they can only learn the relation in the traffic itself, and can not
fully utilize the characteristics of RNN, which can learn the potential relations
between different traffic.

5 Conclusion

This paper presents a method for abnormal traffic detection in the Inter-
net by using deep learning model based on AMF-LSTM. We use the statistical
features of multi-flows rather than a single flow as the input to obtain temporal
correlation between flows, and add an attention mechanism to the original LSTM
to help the model learn which traffic flow has more contributions to the result.
Compared with other classic machine learning algorithms, our model achieves
about 10% improvement in accuracy and recall on the multi-classification prob-
lems.
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