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Recognition of Handwritten Characters Using
Google Fonts and Freeman Chain Codes

Prof. Alexiei Dingli1, Mark Bugeja2, Dylan Seychell3, and Dr. Simon Mercieca4

University of Malta, Msida, Malta

Abstract. In this study, a unique dataset of a scanned seventeenth-
century manuscript is presented which up to now has never been read or
analysed. The aim of this research is to be able to transcribe this dataset
into machine readable text. The approach used in this study is able to
convert the document image without any prior knowledge of the text.
In fact, the training set used in this study is a synthetic dataset built
on the Google Fonts database. A feed forward Deep Neural Network is
trained on a set of different features extracted from the Google Font
character images. Well established features such as ratio of character
width and height as well as pixel count and Freeman Chain Code is
used, with the latter being normalised using Fast Fourier Normalisation
that has yielded excellent results in other areas but never been used in
Handwritten Character Recognition . In fact, the final results show that
this particular Freeman Chain Code feature normalisation yielded the
best results achieving an accuracy of 55.1% which is three times higher
then the standard Freeman Chain Code normalisation method.

Keywords: Handwritten Character Recognition · Machine Learning ·
Deep Learning

1 Introduction

Handwritten Character Recognition (HCR) converts a set of segmented charac-
ters into digital format. Most HCR techniques make use of Machine Learning
models as well as computer vision to accomplish this task. The approach used
in this study is a deep learning approach where a unique data set, built using
Google Fonts is initially created. A number of different variations of the different
fonts were generated in order to further increase the dataset using augmenta-
tion techniques. This step is necessary as early studies have shown that Machine
Learning models tend to over-fit particular features, such as placement of the
character in the image, rotation and thickness of the generated character. The
final documents are then processed to extract various features. The feature set
uses a variety of features that are extracted from the training set and then passed
as an input to a Deep Neural Network (DNN) model that uses a variation of
hidden layers. This model in turn is able to use different variables extracted from
the feature set to develop a probabilistic classifier that is able to classify various
characters within the document images. The Google Fonts dataset was created in
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order to make use of the variations found in different fonts to mimic variations in
handwritten documents. Thus, we can create a more robust model that is able to
transcribe documents written in different handwriting styles that were not used
to train the model. Most models make use of some of pre-labelled documents as
a training set. It is very time-consuming process to manually transcribe a sub-
set of documents, and even more time consuming to transcribe the whole set.
Furthermore, it is not always the case that there are sufficient character-images
in hand that can be used to train a Deep Learning Model.

1.1 The Manuscript

The dataset referred to as the manuscript is a 512-page document written in
the 17th century. It is an unofficial history of the Knights of Malta written by
Salvatore Imbroll. There is no known digital analysis of the said manuscript.
Analysing it from a digital point of view requires the overcoming of a number of
hurdles related to the script, ink and paper used at the time. Problems arising
from the manuscript include small variations in writing style and the quality
of the scans themselves. In this paper we are not addressing the challenge of
segmenting the documents and evaluating the character recognition on the seg-
mented characters. That challenge is addressed in a dissertation researched by
Dylan Seychell. The final evaluation results used are a set of manually segmented
characters selected from 25 randomly selected document images. The manuscript
was provided by the National Library of Malta, thanks to the collaboration es-
tablished by dr. Simon Mercieca with Ms. Maroma Camilleri. The research and
transcription of specimen pages from this manuscript was done by Dr. Simon
Mercieca with the collaboration of students following the history course at the
Faculty of Arts of the University of Malta.

Fig. 1. Partial document image taken from the Manuscript
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2 Background

2.1 Introduction

Artificial Neural Networks have been successfully used in a number of HCR
models. In particular, supervised learning models have yielded excellent results.
In the following section a number of models used in HCR systems are evalu-
ated including Feed Forward Networks, Recurrent Neural Networks (RNN) and
Convolutional Neural Networks (CNN).

2.2 Feature based models

One of the most important components of Machine Learning is the feature set
used for training. Depending on the number of features and the quality of the
features, the models accuracy is increased. Moreover, the larger the dataset and
more varied the dataset, the more generalized the model becomes. Some of the
features used in handwritten recognition include the following

Diagonal feature extraction scheme: Each individual character image is resized
to 90x60 pixels it is then further divided into 10x10 pixel bins. Features are
extracted from the pixels for each bin by going through each diagonal for all
available bins. A set of 54 features are extracted using this scheme [14].

Contour feature scheme: Character images are converted to a binary image.
The contour of the image is extracted. Algorithms such as contour analysis can
be used for this step. Each contour point is now a feature. For a given char-
acter there might be multiple contour points. When using such a scheme it is
not always the case that for each image the same number of contour points are
extracted. Thus, the feature set is normalized the gain the same set of features
for training using Artificial Neural Networks. In addition, direction of pixels can
also be used as part of the contour feature scheme feature set [9].

Freeman Chain Codes scheme: Freeman chain code algorithms go through the
edge of a character image and extract the direction each pixel takes with respect
to the contour of the shape of the character image. This scheme has yielded ex-
cellent results with accuracy going over 90%. As in the contour feature scheme
the extracted freeman chain codes need to be normalised [13].

Curvlet Transform based feature scheme: The authors of this [18] noted the
importance of handwritten text orientation written by the writer. Based on the
needle shaped elements from the edge along the curves of the text. The extracted
elements contain the directional sensitivity found in smooth contours. Character
images are resized to a standard width and height. The Curvlet feature coeffi-
cients is extracted from each document character image. Apart from the above
features there are a number of features that are considered standard in feature
extraction. Including, character image width, height, centroid of the character
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as well as black pixel count.

2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are a class of feed forward networks.
These networks have been applied and have achieved excellent results in areas of
image recognition. CNN use the concept of convolution in order to create an ar-
chitecture using several layers of convolution and nonlinear activation functions
[17] [10]. One of the most early convolutional network was pioneered by Yann
LeCun in 1988 [12]. The resulting architecture called LeNet was used for charac-
ter recognition for zip codes and numerical digits. What makes CNN attractive
is the fact that no features apart from the images are used when training the
network. In most of the other networks explored the quality and accuracy of the
neural net is depended on the features extracted. The more information can be
gained from the features the better the accuracy as well as the generalisation
of the model. Whilst this is desirable most of the time we do not know what
features work well or what we want to extract. CNN accept images as inputs and
extract features through leveled steps of convolution. Each layer in the network
performs a simple computational function and the result is fed to the subse-
quent layer with the final result fed to the classifier. The computational process
done by each layer is achieved using back-propagation. This process specifies
that for each variable, the difference in the classification loss with respect to
that parameter is computed and the parameters are updated with the goal of
minimizing the loss function. Simard et al developed a CNN for handwritten
digit recognition [17]. Their approach maximizes on the potential of this net-
work by augmenting the dataset. Dataset augmentation is the process of adding
distortion to the dataset to improve the generalization obtained by the neural
net. The MNIST dataset was used for training and testing. The dataset was
split into 60000 images for training and a further 10000 for testing. The overall
architecture described makes use of two subsequent convolutional layers with a
kernel size of 5x5 and two fully connected layers. The first fully connected layer
uses 100 hidden units for training and the final classification layer is made up
of 10 nodes representing the 10 classes used to classify digits. The authors also
describe than the first fully connected layer was varied in size according to the
number classification used. In the case of handwritten Japanese characters the
number of hidden nodes was changed two 400 units for optimal results. By using
the distorted dataset, they managed to obtain an overall error of 0.4% which
was considered as state of the art at the time.Deformed training set is also used
in the CNN proposed by Ciresan et al [3]. The architecture of the model uses
an input layer of images size 29x29, where the original images are resized from
128x128 to 20x20 size image and centred over a 29x29 blank image. A convo-
lutional layer with a 4x4 kernel followed by a max pooling layer with kernel
size of 2x2 connected to a 9x9 kernel convolution layer and connected to a final
max pooling layer with kernel size of 3x3. The final fully connected layer made
up of 150 nodes and a final classification layer with a varying number of nodes
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depending on the dataset used. 62 classes for the NIST SD dataset and 10 for
the MNIST dataset. The dataset is distorted at the beginning of every epoch
iteration using an elastic deformation with a variable value of = 6, 36 as well as
a vertical and horizontal scaling of range from 0 to 15% and distorted by 15%.
An error of 11.8% is reported when classifying uppercase and lowercase letters.
The presented architecture is able to classify around 10,000 characters per sec-
ond.The above implementations trained CNN to classify English handwritten
text. The method proposed by Rahman et al is applied to handwritten Bangla
characters [15]. The dataset used contains 20000 handwritten characters with
400 character images representing each character of the Bangla alphabet. The
input player of the network accepts grey scale image with dimension of 28x28
pixels. The architecture of the network used includes 2 convolutional layers us-
ing a 5x5 kernel, 2 max pooling layers using a 2x2 kernel a fully connected layer
with 192 nodes and the final output layer made up of 50 nodes representing all
the letters in the Bangla alphabet. The dataset was split into 17,500 character
images for training and 2500 character images for testing. The overall accuracy
of the system obtained was that of 85.36% accuracy. The authors noted that
although the results were promising they did not compare to results achieved by
other machine learning algorithms [15].

2.4 Recurrent Neural Networks

Unlike feed forward networks, RNN do not form a forward connected cycle of
nodes. In fact, using this architecture the network uses the parameters learned
from the node as a new recurring input. Thus, being able learn how to classify
character images from unsegmented handwritten text. This is due to a property
in RNN’s where the output is depended on the previous output. This memory
like property records information on what has been computed beforehand and
predicts the next output. In most Neural Network models input x passed to the
network corresponds to some label y in a one to one relationship. Using RNN
this behaviour changes [5]. In fact, an input could be a sequence of data which
corresponds to either one output or another sequence of outputs with varying
size. Ultimately the output is depended on all the history of the inputs that had
been fed to the network beforehand. In most handwritten text recognition sys-
tems segmentation and transcription are two completely different components.
In this paper, the authors propose a system that combines segmentation and
transcription using RNN [6]. The system is built up of 7 layers. The input layer
accepts images as input. The images might not necessarily be character images
rather whole words or even sentences. These images are split into small zones
and converted to a one-dimensional vector. The input layer is connected to a
Multidimensional Long Short Term Memory layer (LSTM). A standard LSTM
is made up of three distinct gates. The input gate, forge gate and the output
gate that is connected to one RNN. In Multidimensional LSTM, the connections
have been extended to n recurrent connections for each of the nodes previous
states. The resultant output is converted back to the size of the original zone
and fed to a feed forward network which uses a tanh activation function. This
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process is repeated another two times up to which the final Multidimensional
LSTM layer converts the output to a one-dimensional vector and transcribed
to the Connectionist Temporal Classification layer. The latter output layer is
specifically designed classification layer used in RNN where it transforms the
output into sequence labeling and does not require pre-segmentation of labels or
post processing to convert to transcription values. The training data used were
a set of 1518 images with 120 distinct characters. The system achieved an accu-
racy of 96.75% Jameel et al, made some observations on what input can be fed
to the network [8]. Instead of feeding images a set of features were extracted and
used as input. Jameel et al argue that although curves, lines and intersections
are intuitive features to extract the sequence in which they appear is also very
important. Thus, shadow features were extracted by computing a sequence of
values that depict what happens when scanning a character image and at what
time curves and other features appear in the image. The sequence was then used
as a feature set to input into the RNN. A back propagation neural network was
used that is, a fully connected RNN. The training set was made up of 877 char-
acter images including uppercase and lower case letters. It took from 10,000,000
to 15,000,000 steps to train the network and achieve 91.4% accuracy [8].

The literature evaluated in this study established that a set of handcrafted
features might give excellent results in the area of HCR. The adopted archi-
tecture used is a simple feed forward network which uses a substantial number
of neurons and hidden layers. The features established from the literature used
include Geometrical properties and Freeman Chain Codes.

3 Methodology

Some of the most successful techniques use Artificial Neural Networks (ANN)
combined with a set of handcrafted features to recognise handwritten character
images. Our approach differs in two ways. Instead of a shallow artificial neural
network a deep neural network is used. The authors in [4] argue that the more
hidden layers are used in a neural network the more accuracy can be gained.
Consequently, a more varied dataset yields better generalisation. In the following
section a detailed explanation of the training set used is presented as well as
justification on the number of steps used for varying the dataset.

3.1 Training Set

The aim of this study is to build a system that is able to automatically analyse
handwritten text from the manuscript without any prior knowledge of the text.
This implies that the classification model used needs to be robust enough to
convert any character image into the corresponding ASCII value. This by no
means is a trivial task. Many of the approaches undertaken by the authors in
[14], [9], [13], [18] use the MNIST dataset to test and train the classifier but none
of these approaches take into consideration approaches which test on a different
dataset. Thus, it was decided to develop a new dataset computed from a number
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of fonts. The font database used is the google font database found in google
Google Fonts database . A dataset creation step generates a character image
for every character and font found in the font database. In order to maximise
generalisation a series of distortion steps are added to the creation stage this
include rotation, scaling and moving the centre point of the character inside
the image frame. Once a font style is loaded a random font size is selected.
The selected range of font size varied this step is used to cater for characters
with different widths and heights. This is an important step as variations in
handwritten text might include variations in size of the same character. Thus,
for example the letter a written by the same author might not always have the
same dimension. The next step varies the position of the letter with respect
to the character image. It is highly unlikely that the extracted characters in
the character segmentation module are centred directly at the centre of the
image. In fact, due to the scan line approach most of the time the character
position varies in the character image window space. This step was therefore
introduced so that the classification model does not overfit the classification
label with respect to the character position and start classifying character images
according to this unwanted feature. In an ideal scenario, the model trains on the
shape of the character image. Due to the steps used in the feature extraction
phase a number of pre-processing techniques are applied to the dataset. The
images were binarised using the fast 2-D Otsu thresholding algorithm [20]. This
technique converts the character image into a black and white image using a
2 dimensional histogram projected on the diagonal of the image. The image is
then thinned with the Zhang Suen thinning algorithm [19] converting the stroke
of the character to a pixel of depth. Thus, retaining only the skeleton shape of
each character. These steps are used to optimise on the FCC extraction process.
This step produced a total of 110,584 64x64 binarised character images.

3.2 Feature extraction

The second most important step in the classification module is the feature extrac-
tion. The overall accuracy of the classifier depends on the quality of the features
extracted from the character images as well as the variety training set used. The
following set of features compiled from the literature are used given the high
accuracy reported by the authors using these features in [14], [9]. Furthermore,
a number of experiments were undertaken using these features to find the best
model to classify the handwritten characters. The experiments include variations
in the feature schemes used as well as variation in the amount of training data
and number of steps taken for the classifier to reach optimal performance. In the
following section a description of the features and their corresponding extraction
procedure is presented.

3.3 Freeman Chain Code

As mentioned throughout the paper FCC is an algorithm generally used to
encode shapes in data compression. The algorithm lends itself well for edge
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detection. Another property of FCC is that the resulting encoding is a chain of
values corresponding to the change in direction at the edge of the pixel. This is
a desirable training feature as irrespective of the character position the direction
that the edge contour of a character shape has it will always remain the same.
Couple with descriptive features such as the width and height of an image and
the number of black pixels should lead to interesting results. In order to extract
the FCC the character image is scanned pixel by pixel. Starting from the top
left pixel moving towards the left direction. Once the initial transition is found,
that is, finding the first black to white or white to black pixel change, then the
start position is of the shape is noted. The transition value depends on whether
the image background is black or white whilst the character has the opposite
colour value.

Fig. 2. 8-Connectivity Direction Matrix used in FCC

From the start position the method looks at the neighbour pixels and searches
for pixel value of the same colour as the start position pixel. The search is done
clockwise starting from the perpendicular (top centre in matrix) position. In
order for the adjacent pixel to be accepted as a candidate for the chain code
it needs to be classified as a border pixel. This step prevents the algorithm
from going through the area of the shape rather than the edge. The algorithm
repeats this process until it creates a closed loop of the shape and returns back
to the start position pixel. Although in our approach we use a clockwise moving
direction the algorithm would still work if the directions are captured in an
anticlockwise manner. The important rule is that only one direction is take to
capture all features within the dataset to keep consistency [16].

The final output of this system is two separate data objects. One data object
contains the chain code and the directions of the edge pixels whilst the other
object contains the set of points traversed at the border. It is important to note
that at this stage depending on the character shape and size, the dimensions
of the chain set and the border position set varies. In most machine learning
approaches as well as in the model used for this study the model will accept a
fixed set size of features. Given this, normalisation techniques are applied to the
data sets so that irrespective of the output size of the dataset the dimensions
are always consistent. Furthermore, 8-connectivity matrix is used for feature
extraction. This is due to the fact that more shape variations can be captured
using this method.
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Fig. 3. Result of Freeman Chain Code

3.4 Histogram Normalization

The chain code normalisation process is fairly simple. An array of 8 features
is first created. For every value in the chain code set for the chain value that
corresponds to a position in the array then the array value is incremented by 1.
Effectively a histogram of values for the directions in the chain code is created.

3.5 Elliptic Fourier Feature Normalization

This normalisation technique is used to normalise the edge points of the charac-
ter shape. Using elliptic Fourier features to describe a shape has been successfully
applied to closed shapes in different research fields. The authors in [11] use four
different co-efficient that represent each harmonic used to identify the closed
shape. For a closed shape of k elements n harmonics are used. These co-efficients
represent the major and minor projections of the x-axis and the y-axis. When
this method is applied to the edge contour points a normalized set of 37 fea-
tures is computed. Apart from the normalization advantage this method also
produces a feature set that is invariant to any rotation, dilation or translation of
the shape. Thus, irrespective of the shape position, stroke and rotation the same
feature value is extracted each time. This property of elliptic Fourier feature
normalisation is extremely desirable in the case of handwritten character recog-
nition given that as outlined before variations in the testing set rotation or scale
might vary the accuracy of the result. Such an implementation has been used
and tested in different fields such as [2]. Up to the submission of this study no
research has been submitted that use this normalisation for handwritten char-
acter recognition or compares the effects of using such procedure with respect
to the histogram normalisation technique.

3.6 Geometrical Properties

The final set of features extracted from the character image describe the geo-
metrical property of a character. Including the ratio of the width and height of a
character image. The centroid of the character with respect to the image window
as well as a count numbering the number of black pixels found in the character
image. The latter is an important feature as through the thinning and dilation
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normalisation process each character has the same stroke thickness. Thus, ac-
cording the shape and size of character an estimation of the number of black
pixels can be computed for different character images falling under the same
class.

3.7 Network Architecture

The adopted machine learning model is a simple feed forward neural network.
This model has shown in different implementation of handwritten text recogni-
tion to yield excellent results. Our approach aims to increase the accuracy of the
system by using a deep neural network. There is no formal definition for describ-
ing a neural network as a deep neural network. The authors in [4] attempt to
classify a neural network as a deep network depending on the number of hidden
layers. The overall accuracy achieved by the deep neural network is depended
on the number of neurons available in the hidden layer as well as the number of
hidden layers. The authors in [7] argue that by increasing the number of neurons
in the hidden layer higher accuracy is obtained. On the other hand, Increasing
the number of neurons in the hidden layer also increase the probability that
over-fitting occurs.

4 Evaluation and Results

In this section, an evaluation of the character recognition module is presented.

4.1 DNN Models

The DNN Classification models are split into two main models. Each model is
trained on a different feature set. The features include:

1. Freeman Chain Code normalized using Histograms referred to as FCC-HIST.
2. Character Contours normalised using Elliptic Fourier Analysis referred to as

FCC-EFT.

All of the feature sets also contain structural data that includes width and height
of the characters and number of black pixels found in the character image. The
datasets are split 35000 character images and 100000 character Images. The
testing set is 10% of the training set as in Table 1.

The models are further divided into two architectures. In order to choose the
architecture and number of neurons to use an empirical process of elimination
was used. A number of models where evaluated using different configurations and
trained for 10,000 steps. The models that achieved the most promising results
were then chosen for further training. The final two architectures used included a
shallow model with 2 layers and a deep model with 6 layers. The first architecture
is a shallow model containing two hidden layers with 64 and 32 hidden neurons
respectively for each hidden layer. The second architecture is a deep architecture
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consisting of 6 layers with 1024, 512, 256, 128, 64, 52 hidden neurons. Finally,
each model is trained for three iterations of 100,000 steps and the accuracy is
calculated from the average accuracy obtained on the same configuration model.
In the following sections a presentation of the results obtained for these models
is presented in Table 1as well as a discussion on the results obtained.

Table 1. Results obtained when evaluating the models

Model Used
Accuracy (%) with

training set of 35,000

Accuracy (%) with

training set of 110,000

FCC HIST 2 Layers 5.2 9.4

FCC HIST 6 Layers 12.6 17.8

FCC EFT 2 Layers 25.3 37.7

FCC EFT 6 Layers 42.8 55.1

The overall accuracy of the system when classifying the handwritten char-
acters segmented from the Manuscript is quite low. The best model was able
to properly classify only 55.1% on the characters. A number of factors have
contributed to this accuracy value. On inspection of the data although the char-
acters were processed in the same manner as the testing set slight variations
in the characters resulted in broken features or inconclusive feature extraction
values. These include for example a chain code with only 3 values which is im-
possible as this would mean that the edge pixels of the character are made up of
three directions only. In fact, when analysing the data, the characters which had
a complete closing loop obtained better classification results with respect to the
other characters with an increase in accuracy of 13%. Furthermore, characters
such as the letter s was completely misclassified. This is mostly due to the way
the letters were written in the manuscript. Figure 4 shows the letter s in various
variations written in the manuscript.

Fig. 4. Comparison of letter ’f’ (a) and ’s’ (b) found in the Manuscript
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Even in todays writing style the character could easily be confused with an
f. Another reason which contributes to the low accuracy obtained in the final
testing phase of this study is that the model might have over trained on the
testing set. More distortion and more character images would effectively result
in better classifications. Moreover, other feature selection techniques need to be
added such as zoning [14] and curvelet scheme [9].

Other approaches that might yield better results using different neural net-
works such as CNN and RNN. The latter were not chosen due to the requirement
when used with handwritten text to have an initial labeled testing set. CNN were
used at the start of the experimentation phase during the course of the research.
The reason that the implementation was rejected is that although the train-
ing and testing results obtained where substantially better than the final models
when tested on the actual Manuscript the classification accuracy was a bit better
than random distribution.

5 Conclusion

The primary objective of this study is the creation of a database of characters
that can be used as a training set for the Manuscript. The database was created
and distortion effects were applied to the images to try and improve accuracy
of the final text recognition component. Although the aim is met there is a lot
more that needs to be done to consider such an objective complete. When de-
veloping the database, a lot of issues such as fonts that were too fancy to be
used for training as well as problems with characters not having a shape that
can be mapped along the edge as a complete loop resulted in a number of issues
with the final accuracy of the system. A lot of manual intervention was needed
to clean out the database. The final result was a dataset of 110,254 character
images. Tests involving different number of machine learning models need to
be computed in order to completely measure how effective the database is for
handwritten text classification and this includes evaluation on other datasets
such as the MNIST dataset. A large part of this study was spent researching
on different implementations of machine learning and deep learning models for
HCR. There is a lot of research in the area and the state of the art results are
impressive to say the least. Most of the research is done on datasets that have
been already identified and labeled such as the MNIST dataset and builds on a
lot of models that have yielded excellent results, but, have not been implemented
upon real world data. The approach chosen was built on some of the models dis-
cussed in the background [9] [13]. These models yielded excellent results using
FCC feature extraction schemes coupled with contour analysis schemes and nor-
malisation techniques using histograms. Our approach on the other hand uses
elliptic Fourier features to normalise the contour features of a character. The
latter normalisation technique is used in other fields but as of the time of the
writing for this dissertation never featured in handwritten text recognition mod-
ules. The model adopting this scheme yielded the best results in combination
with a deep learning architecture compromised of 6 hidden layers and 2036 hid-
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den units. The best model obtained 55.1% accuracy after 100,000 epochs on the
training set. A change in the configuration of the network might have yieldbetter
results. The results obtained by the 2-layer Deep Neural Network was slightly
less accurate that might prove the theory presented by Ba et al [1] that sug-
gest that shallow networks are able to achieve the result as deep networks. The
issue mostly lies with the current implementations used for shallow networks.
Thus, with other classification models the model results might have yielded an
improved accuracy. On the other hand, Goodfellow et al [4] provide empirical
results that prove that the deeper a models architecture the better accuracy is
yielded over time. More experiments on the configuration of the network might
yield better results. Another approach that can be researched on is using RNN.
This approach was rejected in the dissertation as it required a number of la-
beled documents matching the manuscript to build a supervised model. On the
other hand, a similar approach undertaken in the study using the Google Font
database can be used. Instead of a number of characters a document is created
using text found in Italian literature. A number of different fonts are applied
on the text and distortion applied on the text lines to create a more natural
handwritten text effect. The model is then trained on these set of already la-
beled documents and evaluated on the system. The overall aim of creating a
system that goes through the motions of converting a set of unseen handwritten
character images to an ASCII representation has been met the results show that
using FTT increases recognition accuracy by 37.3%.
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