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Abstract. The paper determines the number of states in a deterministic
finite automaton (DFA) necessary to represent “unambiguous” variants
of the union, concatenation, and Kleene star operations on formal lan-
guages. For the disjoint union of languages represented by an m-state
and an n-state DFA, the state complexity is mn − 1; for the unam-
biguous concatenation, it is known to be m2n−1 − 2n−2 (Daley et al.,
“Orthogonal concatenation: Language equations and state complexity”,
J. UCS, 2010), and this paper shows that this number of states is nec-
essary already over a binary alphabet; for the unambiguous star, the
state complexity function is determined to be 3

8
2n + 1. In the case of a

unary alphabet, disjoint union requires up to 1
2
mn states, unambiguous

concatenation has state complexity m + n − 2, and unambiguous star
requires n− 2 states in the worst case.

1 Introduction

The basic operations on formal languages are union, concatenation and Kleene
star. The main models for language description, namely, regular expressions and
formal grammars, use these operations to express the structure of strings. An
important special case of concatenation is unambiguous concatenation. Concate-
nation of two formal languages, K and L, is said to be unambiguous, if every
string w in KL has a unique representation as w = uv, with u ∈ K and v ∈ L.
The union operation also has its unambiguous special case: the disjoint union.
These two operations are important, in particular, for giving rise to unambigu-
ous grammars. One can also define the unambiguous Kleene star : the Kleene
star of any language L with the property that every string in L∗ has a unique
decomposition as a concatenation of zero or more strings in L.

This paper investigates the succinctness of description of these three unam-
biguous operations by deterministic finite automata (DFA). The state complexity
of union, concatenation and Kleene star in their unrestricted form has long been
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known: Maslov [17] was the first to determine their state complexity as mn states
for the union, m2n − 2n−1 states for the concatenation and 3

42n states for the
Kleene star, where m and n is the number of states in the DFA recognizing
the arguments. These results were further elaborated by Yu et al. [21] and by
Jirásek et al. [10]. For nondeterministic finite automata (NFA), the state com-
plexity of these operations was determined by Holzer and Kutrib [9], a similar
study for two-way finite automata (2DFA) was carried out by Jirásková and
Okhotin [14], whereas Jirásek Jr. et al. [11] determined the state complexity
of basic operations for unambiguous finite automata (UFA). In the literature,
special consideration was given to the case of the unary alphabet, where state
complexity results are different: for DFA, as established by Yu et al. [21] and
by Pighizzini and Shallit [19], both union and concatenation require up to mn
states for relatively prime m,n, and fewer states for other values of m,n; the
star requires (n − 1)2 + 1 states. The state complexity of basic operations for
unary two-way automata was established by Kunc and Okhotin [15,16], and by
Okhotin [18] for unary UFA.

The question addressed in this paper is, do these state complexity results
essentially depend on using ambiguity, that is, on taking a union of overlapping
languages, on concatenating languages that allow some strings to be obtained
in multiple ways, and on taking the star of languages with multiple partitions?
If union, concatenation or star is restricted to be unambiguous, will it become
substantially easier to express?

In the case of the disjoint union operation, investigated in Section 3, it turns
out that it can be represented with one state less than the union in general: that
is, mn−1 states are sufficient to represesent disjoint union of a pair of DFA with
m and with n states. It is also proved that this number of states is in the worst
case necessary, with witness languages defined over a binary alphabet. For the
unary alphabet, the state complexity is 1

2mn, under certain assumptions on m
and n.

For the unambiguous concatenation, it is already known from Daley at
al. [4] that it requires exactly half as many states as concatenation in general: its
state complexity is m2n−1 − 2n−2. The witness languages of Daley at al. [4] are
defined over a four-symbol alphabet. In this paper, new binary witness languages
for this operation are constructed in Section 4. In the unary case, the state
complexity of this operation is only m+ n− 2.

Finally, as established in Section 5, representing the unambiguous star
takes half as many states as star in general, plus one extra state: its state com-
plexity is 3

82n + 1, with witness languages over a binary alphabet. In the unary
case, its state complexity is n− 2.

2 Basic notions

As usual, a deterministic finite automaton (DFA) is defined as a quintuple A =
(Σ,Q, q0, δ, F ) whereΣ is an input alphabet;Q is a finite non-empty set of states;
q0 ∈ Q is the initial state; δ : Q × Σ → Q is the transition function; F ⊆ Q is
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the set of accepting states. The computation of A on a string w = a1 . . . an,
with a1, . . . , an ∈ Σ, is the uniquely defined sequence of states r0, . . . , rn ∈ Q,
in which r0 = q0, ri = δ(ri−1, ai) for all i. If rn ∈ F , the DFA is said to accept
the string w. The language recognized by a DFA, denoted by L(A), is the set of
all strings it accepts.

It is convenient to extend the transition function to act on strings in Σ∗, as
δ : Q × Σ∗ → Q, with δ(q, ε) = q and δ(q, aw) = δ(δ(q, a), w). In these terms,
L(A) = {w | δ(q0, w) ∈ F }. Also, the function is sometimes extended to act on
sets of states, as δ(S,w) = { δ(q, w) | q ∈ S }.

A state q of a DFA is called dead, if no string is accepted from q. In a minimal
DFA, there can be at most one dead state. A state q of a DFA is called cyclic if
there is a non-empty string v with δ(q, v) = q.

A DFA over a unary alphabet Σ = {a} is a chain of transitions by a that
eventually turns back to one of the previous states. The repetitive part is called
the cycle, and the earlier states outside of the cycle form the tail. Thus, the
language is ultimately periodic, beginning from ` (the length of the tail), with
the length of the cycle as the period.

A nondeterministic finite automaton (NFA) is a quintuple A =
(Σ,Q,Q0, δ, F ), where Q0 ⊆ Q is the set of possible initial states and the tran-
sition function δ : Q×Σ → 2Q may define multiple next states. An NFA accepts
a string w = a1 . . . an if there exists a sequence of states r0, . . . , rn ∈ Q, with
r0 ∈ Q0, ri ∈ δ(ri−1, ai) for all i, and rn ∈ F .

In some literature, NFAs are defined with a unique initial state, that is, with
Q0 = {q0}. Every NFA can be converted to an NFA with a unique initial state
by adding a new initial state.

An NFA A = (Σ,Q,Q0, δ, F ) can be transformed to an equivalent DFA with
states corresponding to subsets of Q. The subset Q0 is then the initial state of
the DFA, its set of final states is {S ⊆ Q | S∩F 6= ∅}, and its transition function
δ′ : 2Q ×Σ → 2Q is defined by δ′(S, a) =

⋃
q∈S δ(q, a).

3 Union

In general, the union of an m-state DFA A = (Σ,P, p0, γ, E) and an n-state DFA
B = (Σ,Q, q0, δ, F ) can be recognized by a DFA with mn states, known as the
direct product DFA. Its set of states is the set of all pairs P ×Q, the initial state
is (p0, q0), the transition function simulates A on the first component and B
on the second component, thus mapping (p, q) by a to (γ(p, a), δ(q, a)); and a
pair (p, q) is accepting if p ∈ E or q ∈ F .

For automata without the disjointness restriction, mn states are in the worst
case necessary [17]. It turns out that if the union is disjoint, then the construction
can be improved by one state.

Lemma 1. For every m-state DFA A and for every n-state DFA B, with
m,n > 2 and with L(A) ∩ L(B) = ∅, there is a DFA with mn − 1 states that
recognizes the disjoint union L(A) ∪ L(B).
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0A 1 . . . m− 2 m− 1
a a a a

b
b b b

a

0B 1 . . . n− 2 n− 1
b b b b

a
a a a

b

Fig. 1. Binary witnesses for disjoint union meeting the upper bound mn− 1.

Indeed, if any pair (p, q), with p accepting in A and q accepting in B, were
reachable in the direct product automaton, then the union would not be disjoint.
Thus, all such pairs can be excluded from the mn-state construction. Putting
aside the trivial case of either automaton having no accepting states, at least
one such pair exists.

It remains to show that this number of states, mn − 1, is necessary in the
worst case.

Lemma 2. For all m,n > 2, there exist languages K,L ⊆ {a, b}∗, recognized by
an m-state and an n-state DFA, respectively, with K ∩ L = ∅, for which every
DFA recognizing K ∪ L has at least mn− 1 states.

Proof (a sketch). The desired witness languages are recognized by the pair of
automata shown in Fig. 1. Every string in K ends with a, while every string
in L ends with b, and therefore, K and L are disjoint. In the direct product
automaton, each pair (i, j) is reachable by aibj if i 6 m− 2, and by am−1bja for
i = m− 2.

For every two pairs (i, j) and (k, `), if i < k, then the string am−1−k is
accepted from (i, j), but not from (k, `). The case of j < ` is symmetric. ut

The next theorem summarizes the results of the two lemmata above.

Theorem 3 (Disjoint Union). Let A and B be an m-state and n-state DFA,
respectively, such that L(A) ∩ L(B) = ∅. Then the language L(A) ∪ L(B) is
recognized by a DFA of at most mn− 1 states. This upper bound is tight, and it
is met by the binary witness languages recognized by DFAs shown in Fig. 1. ut

The union operation in the case of a unary alphabet still requires all mn
states, as long as m and n are relatively prime; the reduction of state complexity
in the case when m and n have common divisors was studied by Pighizzini and
Shallit [19]. However, if the union is disjoint, then it can be represented using
half as many states.
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Theorem 4 (Unary Disjoint Union). Let m,n > 4. Let A be an m-state
DFA and B an n-state DFA, both defined over a unary alphabet Σ = {a}, with
L(A)∩L(B) = ∅. Then the disjoint union L(A)∪L(B) is recognized by a DFA
with at most b 12mnc states. This upper bound is tight whenever m and n are even
numbers with m

2 and n
2 relatively prime, and it is met by the languages (am)∗

and a(an)∗.

Proof. If either of the automata defines a finite language, then the union is
recognized by a DFA with m + n states, which cannot exceed 1

2mn: indeed,
m + n 6 2 max(m,n) 6 1

2 min(m,n) max(m,n) = 1
2mn. Assume that both

languages are infinite. Let k be the length of the cycle in A, and let ` be the
length of the cycle in B.

If the cycle lengths in A and in B are relatively prime, then the union is
ambiguous. Let d be the greatest common divisor of their cycle lengths. Then the
union L(A)∪L(B) is recognized by a DFA with a cycle of length lcm(k, `) = 1

dk`,
which is at most 1

2k`. In addition, there are max(m− k, n− `) non-cyclic states.
Assume that m− k > n− `. Then the number of states in the DFA is estimated
as follows.

1

2
k`+m− k 6

1

2
k`+

1

2
(m− k)` =

1

2
m` 6

1

2
mn

Now, consider the tightness. Since the first language consists of even-length
strings and the other one of odd-length strings, their union is disjoint. Since
gcd(m,n) = 1

2mn, the union is periodic with this period, and therefore every
DFA recognizing the union must have at least this many states. ut

4 Concatenation

The state compliexity of unambiguous concatenation has been investigated be-
fore, and the following result is known.

Theorem A (Daley et al. [20]) Let A by an m-state DFA, and B an n-state
DFA. If the concatenation L(A)L(B) is unambiguous, then it can be represented
by a DFA with m2n−1−2n−2 states. The bound is tight for a four-symbol alphabet.

This paper improves the tightness result by showing that the upper bound
cannot be reduced already for a binary alphabet.

Lemma 5. Let m,n > 3 and A and B be the DFAs shown in Fig. 2. Then the
concatenation L(A)L(B) is unambiguous and every DFA recognizing L(A)L(B)
must have at least m2n−1 − 2n−2 states.

Proof. The concatenation is unambiguous, because every non-empty string in
L(A) ends with an a, whereas every string in L(B) contains exactly n − 2 oc-
currences of a. Thus, the only possible partition of a string into L(A) · L(B) is
to split it right after the (n− 1)-th last occurrence of a.

Let P = {p0, p1, . . . , pm−1} be the state set of the DFA A, and Q =
{0, 1, . . . , n − 1} the state set of B. An NFA for L(A)L(B) is constructed by
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p0A p1 p2 . . . pm−2 pm−1
b b b b b

a
a, b

a a
a

0B 1 . . . n− 3 n− 2 n− 1
a a a a a

b b b b a, b

Fig. 2. Binary witnesses for unambiguous concatenation meeting the upper
bound m2n−1 − 2n−2.

omitting the dead state n− 1 of B, by adding the transitions from pi to 0 by a,
for all pi ∈ P \ {pm−1}, and by making both p0 and 0 initial.

Each reachable subset is represented as (p, S) with p ∈ P and S ⊆ Q\{n−1}.
The first goal is to show that for each set S ⊆ Q, the state (p0, {0} ∪ S) is

reachable, and so is each state (pi, S), with 1 6 i 6 m−1. The proof is by induc-
tion on |S|. In the base case, |S| = 0, each pair (pi,∅), with i ∈ {1, 2, . . . ,m−1},
is reached as follows.

(p0, {0})
b−→ (p1, {0})

(bm−2a)n−2

−−−−−−−−→ (p1, {n− 2}) bm−2a−−−−→ (p1,∅)
bi−1

−−−→ (pi,∅)

Let 2 6 k 6 n and assume that for each set S′ with |S′| = k − 1, each state
(pi, S) with 1 6 i 6 m − 1 and the state (p0, {0} ∪ S) is reachable. Let S ⊆ Q
and |S| = k. Consider several cases:

(1) i = 1. Let j = minS. Take S′ = {q − j − 1 | q ∈ S \ {j}}. Then S′ ⊆ Q and
|S′| = k − 1, so the state (p1, S

′) is reachable by the induction assumption.
The state (p1, S) is reachable from it as follows.

(p1, S
′)

ab−→(p1, {0} ∪ {q − j | q ∈ S \ {j}})
(bm−2a)j−−−−−−→

(p1, {j} ∪ {q | q ∈ S \ {j}}) = (p1, S)

(2) 2 6 i 6 m − 1. Then (p1, S) was shown to be reachable in case (1), and
(pi, S) is reached from it by the string bi−1.

(3) i = 0. Then (p1, {q − 1 | q ∈ S \ {0}}) is reachable as in case (1), and
(p0, {0} ∪ S) is reached from it by the symbol a.

This proves the reachability of (m− 1)2n + 2n−1 = m2n − 2n−1 states.
To prove distinguishability, let (pi, S) and (pj , T ) be two distinct states. If

S 6= T , let j ∈ Q be in their symmetric difference, and assume, without loss
of generality, that j ∈ S and j /∈ T . Then the string an−2−j is accepted from
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(pi, S), but not from (pj , T ). Let S = T , and, without loss of generality, let
i < j. Then the string bm−1−ja distinguishes (pi, S) and (pj , S) since

(pj , S)
bm−1−j

−−−−−→ (pm−1, S)
a−→
(
p1, {q + 1 | q ∈ S}

)
,

(pi, S)
bm−1−j

−−−−−→ (pm−1−(j−i), S)
a−→
(
p0, {0} ∪ {q + 1 | q ∈ S}

)
,

so, the resulting states differ in the second component, and therefore are
distinguishable. ut

All the above results are summarized in the next theorem. Then, the unary
case is discussed.

Theorem 6 (Unambiguous Concatenation). Let A and B be an m-state
and n-state DFA, respectively, such that the concatenation L(A)L(B) is un-
ambiguous. Then the language L(A)L(B) is recognized by a DFA of at most
m2n−1 − 2n−2 states. This upper bound is tight, and it is met by the binary
witness languages recognized by the DFAs shown in Fig. 2.

Theorem 7 (Unary Unambiguous Concatenation). Let m,n > 2, let A
be an m-state and B an n-state DFA over a unary alphabet Σ = {a}, and let
the concatenation L(A)L(B) be unambiguous. Then L(A)L(B) is recognized by
a DFA with at most m+ n− 2 states, and this upper bound is tight.

Proof. If both languages are infinite, then the concatenation is ambiguous.
Therefore, one of the automata defines a finite language; since concatenation
is commutative, there is no loss of generality in the assumption that this is A.
Then A recognizes some subset of {ε, a, a2, . . . , am−2}.

Let L(B) be periodic with period k, beginning from `; then, k+ ` 6 n. Then,
the concatenation L(A)L(B) is periodic with period k, beginning from m+`−2,
and is therefore recognized by a DFA with m+ n− 2 states.

In the worst case, m+n−2 states are necessary to represent the unambiguous
concatenation of two unary languages represented by an m-state and an n-state
DFA, which is witnessed by the singleton languages {am−2} and {an−2}. Their
concatenation {am+n−4} requires a DFA with m+ n− 2 states. ut

5 Star

The star of an n-state DFA is representable by a DFA with 3
42n states, and this

number is in the worst case necessary [17]. However, if the star is unambiguous,
then the necessary number of states can be reduced. The proof is based on the
property that for the star to be unambiguous, the automaton has to have a dead
state. This property is in turn based on the following auxiliary result.

Lemma 8. If a DFA A = (Σ,Q, q0, δ, F ), with L(A) 6= ∅, has no dead states,
then there is an accepting state q ∈ F which is in a cycle, that is, δ(q, u) = q for
some non-empty string u ∈ Σ∗.
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0A 1 . . . n− 4 n− 3 n− 2 n− 1
b b b b b b

a a a a, b

a

a

Fig. 3. A binary witness for unambiguous star meeting the upper bound 3
82n+1.

Proof. Let u0 ∈ L(A). Then δ(q0, u0) = q1 for some accepting state q1. Since A
does not have any dead state, there is a non-empty string u1 accepted from q1.
Let q2 = δ(q1, u1) be the state, in which it is accepted. This yields a sequence
of accepting states qi and non-empty strings ui, with i > 1. Since A has finitely
many accepting states, this sequence eventually revisits some state, that is,
qi = qj for some i < j. Then the state qi is cyclic, with qi = δ(qi, u1 . . . uj−1). ut

Lemma 9. If A is a DFA and the star L(A)∗ is unambiguous, then A has a
dead state.

Proof. Let A = (Σ,Q, q0, δ, F ) be a minimal DFA for L. Suppose for a contra-
diction that A does not have any dead state. Then, by Lemma 8, there is an
accepting state p ∈ F and a nonempty string v ∈ Σ∗, with δ(p, v) = p. Consider
the sequence of states qi, with i > 0, defined by qi = δ(q0, v

i). Since the number
of states in A is finite, there are numbers j > 0 and k > 1 with qj = qj+k, and
thus δ(qj , v

k) = qj . Now let u be a string, by which p is reached from q0, and
let w be any string accepted from qj , Then the string uvj+kw can be partitioned
as u · vj+kw or uvk · vjw, which is a contradiction with the unambiguity of L∗.
Therefore, A must have a dead state. ut

Lemma 10. For every n > 4, the language Ln = (a∗b)n−3b(ab)∗ is recognized
by an n-state DFA, the star L∗n is unambiguous, and every DFA recognizing L∗n
must have at least 3

82n + 1 states.

Proof. The language Ln is recognized by the DFA A shown in Fig. 3, Construct
an NFA A∗ from A by omitting the dead state n − 1, by adding the transition
(n − 3, b, 0), and by adding one more initial and final state s; see Fig 4. The
NFA A∗ is unambiguous, since the intersection of every reachable and every
co-reachable set of A∗ is of size at most one.

Let us show that the subset automaton D(A∗) has 3
82n + 1 reachable and

pairwise distinguishable states. The initial subset is {s, 0} and it is sent to the
state [0, n − 3] by bn−3(ba)n. Next, every subset S of [0, n − 3] can be shifted
cyclically by one, that is, it can be sent to {(s + 1) mod (n − 2) | s ∈ S}, by
reading b if n − 3 /∈ S, by reading ba if {n − 4, n − 3} ⊆ S, and by reading baa
if n − 3 ∈ S and n − 4 /∈ S. Moreover, the state n − 3 can be eliminated from
every subset of [0, n− 3] containing the state n− 3 by reading a. It follows that
every subset of [0, n− 3] is reachable from [0, n− 3].
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0 1 . . .A∗ n− 4 n− 3 n− 2

s

b b b b b

a a a
a

b

Fig. 4. NFA A∗ for the star of the language accepted by DFA A from Fig. 3.

Now let n − 2 ∈ S. Then also 0 ∈ S. Let S′ = {s − 1 | s ∈ S \ {0}}. Then
S′ ⊆ [0, n− 3], so S′ is reachable as shown above. Since n− 3 ∈ S′, the set S′ is
sent to S by b. This proves reachability.

To prove distinguishability, let S and S′ be any two distinct reachable subsets
of the subset automaton D(A∗). Then they must differ in some state i ∈ [0, n−2].
Assume, without loss of generality, that i ∈ S and i /∈ S′ Then, the string bn−2−i

is accepted from S, but not from S′. ut

The next theorem summarizes the results on the star operation. Then, the
unary case is discussed.

Theorem 11 (Unambiguous Star). Let n > 4 and A be an n-state DFA such
that L(A)∗ is unambiguous. Then the language L(A)∗ is accepted by a DFA of
at most 3

82n + 1 states. This upper bound is tight, and it is met by the binary
witness language (a∗b)n−3b(ab)∗.

Proof. To get an NFA A∗ for L∗ from the DFA A, first omit the dead state.
Then add the transition (q, a, q0) whenever δ(q, a) ∈ F . Finally, add one more
initial and final state s with no transitions going from it. In the subset au-
tomaton D(A∗), the initial subset is {s, q0}, and no other reachable subset con-
tains q0. Moreover, no subset which contains a final state of A but does not
contain state q0 is reachable. In total, the number of reachable subsets in D(A∗)
is at most 1 + 2n−1− 2n−2 = 3

82n + 1. The tightness of this upper bound follows
from Lemma 10. ut

Theorem 12 (Unary Unambiguous Star). Let A be an n-state unary DFA
such that L(A)∗ si unambiguous. Then L(A)∗ is accepted by a DFA of at most n−
2 states. This upper bound is tight, and it is met by the unary language {an−2}.

Proof. In the unary case, for L∗ to be unambiguous, L must be a singleton.
Furthermore, if an n-state DFA recognizes a singleton {a`}, then ` 6 n − 2,
whereas the star of this language, (a`)∗, is recognized by a DFA with ` states.
Thus, unambiguous star of a unary DFA is representable using n−2 states. This
number of states is necessary, witnessed by the language {an−2}. ut
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DFA UFA NFA

∪ mn [17] 6 m + O(n20.79m) [11] m + n [9]

] mn− 1 6 m + n 6 m + n

· m2n − 2n−1 [17] 3
4
2m+n − 1 [11] m + n [9]

unamb· m2n−1 − 2n−2 [20] 6 m + n 6 m + n

∗ 3
4
2n [17] 3

4
2n [11] n + 1 [9]

unamb∗ 3
8
2n + 1 6 n + 1 6 n + 1

Table 1. State complexity of standard and unambiguous operations for DFA,
UFA and NFA: union (∪), disjoint union (]), concatenation (·), unambiguous
concatenation (unamb·), Kleene star (∗), unambiguous Kleene star (unamb∗).

6 Summary of results

State complexity of basic operations on regular languages and of their unam-
biguous variants studied in this paper is compared in Table 1 for three automata
models: DFA, UFA and NFA.

For the three unambiguous operations on DFA, their state complexity has
been established in this paper. These operations are easy to apply to UFA using
the standard constructions for the union, concatenation and star of NFA: indeed,
since the operations are unambiguous, they preserve the unambiguity of the
automata involved; however, it remains to establish matching lower bounds.

Another line of related state complexity research is concerned with basic op-
erations on prefix-free languages, that is, those with the property that uv ∈ L,
with v ∈ Σ+, implies that u /∈ L. Suffix-free languages are defined similarly. No-
tably, for prefix-free and for suffix-free languages, both concatenation and star
are unambiguous, and hence the state complexity results on these subcases are
natural tight upper bounds for these two operations. For prefix-free languages
and for the DFA model, union has state complexity mn− 2 [12], the state com-
plexity of concatenation is m+n− 1 [7,12], whereas the star has state complex-
ity n [7,12]. For suffix-free languages, the results are completely different: union
has state complexity mn−m−n+2 [5,13], concatenation has (m−1)2n−2+1 [5,3],
and for the star it is 2n−2 + 1 [5,3].

One more related research direction is the recent study of variants of the
basic operations on languages defined over the field GF(2) instead of the stan-
dard Boolean logic [1]. The union operation turns into the symmetric difference,
whereas concatenation gives rise to the following new GF(2)-concatenation op-
eration.

K � L = {w | # of partitions w = uv, with u ∈ K and v ∈ L, is odd }

The GF(2)-star is defined similarly, so as to preserve only the strings with an
odd number of partitions. Notably, the unambiguous operations studied in this
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DFA UFA NFA

∪ 6 mn [19] m + n [9]

] 666 1
2
mn 6 m + n 6 m + n

· 6 mn [21] m + n [9]

unamb· m+ n− 2 6 m + n 6 m + n

∗ (n− 1)2 + 1 [21] (n− 1)2 + 1 [18] n + 1 [9]

unamb∗ n− 2 6 n + 1 6 n + 1

Table 2. State complexity of operations in the case of a unary alphabet.

paper are a special case of the GF(2) operations in the same way as they are
a special case of classical operations: indeed, the differences between classical
and GF(2) operations are in the treatment of ambiguity. As the GF(2) opera-
tions preserve regularity, their state complexity is worth being compared to the
unambiguous and the classical cases. So far, it has been proved that for DFA,
GF(2)-concatenation has state complexity m · 2n, while the state complexity of
the GF(2)-star is 2n + 1 [1].

Another incomparable extension of unambiguous concatenation and star are
the unique concatenation and the unique star [20], defined similarly, using the
uniqueness of partition as the condition of membership. The state complexity of
unique concatenation is at most m3n − 3n−1, and for the unique star the upper
bound is 2 · 3n−1 − 3

42n + 2 [20], their tightness remains open.
In the next Table 2, the state complexity of all the same operations is com-

pared in the case of a unary alphabet. Again, for DFA, the state complexity of
unambiguous operations has been established, whereas for UFA and for NFA
there are only obvious upper bounds. For UFA, the state complexity of standard
operations remains to be investigated, with only a few results known [18].
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