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Abstract. In this work in progress paper, we present a description of a
new view of privacy in public, examining how it is possible to ascertain
the privacy levels of individuals in context and in groups, and differ-
ent ways of visualising these Public Privacy levels. We examine how
awareness of one’s Public Privacy may have an impact on behaviour and
privacy protection in general, and propose future work to examine the
concept in more detail.

1 Introduction: Privacy and the Privacy Paradox

Most people shut their curtains, and don’t live in glass houses — at least, not
without the aforementioned curtains. We might like to watch Big Brother, but
that doesn’t mean we all want to participate. And yet, for various reasons — time,
efficiency, lack of choice, lack of awareness, and so on — we intentionally some-
times and unintentionally oftentimes leak or broadcast information to whomever
might be listening. Certainly, it’s possible to adjust our privacy settings on so-
cial networks and so forth, but in reality, the tools we use and the environments,
such as smart cities, we exist in, thrive on sharing data around and, crucially,
about us.

A perhaps more pernicious problem is that the people around us may well
be either unaware or uncaring about the effects that their own behaviour with
respect to privacy and sharing can have on the world around them. These effects
can range from inadvertently exposing private information that can be used
against others to deliberately sharing pictures or movies that include others in
them, with similar potentially bad results.

Privacy, then, is a social problem, with social ramifications, even when there
are people who care about it.

The effect is that whilst we might believe that we live in brick houses with
the curtains closed, those around us may well just be turning those houses into
glass, and no amount of effort on our part can put curtains around the whole
building.



Recent work on Privacy Awareness [5] acknowledges that, whilst information
is ‘out there’, it is no bad thing to help people become more aware of both where
it is and how it might be linked to other extant information to provide fuller
pictures of people (profiles).

Other work in the realm of Device Comfort [11, 3, 2] focuses on the ability of
the very technology that causes the problems to ameliorate these problems when
the technology’s sensing (and reasoning) capabilities are combined with human
social norms as expressive tools. That is, trust, comfort, regret and so forth are
useful tools to assist people to better understand the way in which their actions,
in context, can effect, reveal, or damage their security and privacy postures.

In this paper we propose Public Privacy as a toolset to address some of
the problems associated with the social aspect of privacy, within the context of
Privacy Awareness. In the Public Privacy paradigm, we assign privacy states
[6] to group spaces, which we intend will have the result of making more public
the privacy sensitivity and actions of the members of that space. Additionally,
we conjecture that it then can provide suggestions, tools, and societal pressure
in different contexts to raise more awareness and potentially initiate or support
behaviour changes.

2 On Privacy, Problems, What has come before, and
What it means

This work falls generally in the arena of Privacy Awareness, although with a
significant twist. It is also firmly situated in boundary regulation (see for exam-
ple [7]), but again from the point of view of physical space. In this, the work
is directly related to Altman’s [1] dialectical conception of privacy in which
boundaries are used and negotiated. In our work, the boundaries may already
be established but the individual in the shared space can choose to participate
or indeed exercise forms of control, thus, the idea of Public Privacy support in
technical tools allows for boundary and personal privacy negotiations in a so-
ciotechnical setting. It is similar to Petronio’s communication privacy manage-
ment [14] theory in that it allows this negotiation but the toolset is paramount
here. Boundary regulation is also a feature in [7] but once again, the emphasis
is on online networks, where physical social boundaries may not be present.

As well, [13] discusses privacy in a sociotechnical situation, in particular
unpacking how privacy is determined and considered in sociotechnical systems,
but uses Altman’s theory to examine how privacy could be understood in digital
systems.

Here, we are bringing the model back to shared social spaces in which tech-
nology is an adjunct: people do stuff with it, but it’s not the technology that
enables people to work together, in the sense, for example, of [15] and other sim-
ilar CSCW-related work. That is, we don’t care so much about the stuff, we care
about providing awareness so that people can negotiate boundaries together so
that they can work and play together in comfort and safety. To achieve this ef-
fectively, it might also be necessary or beneficial to design the awareness-raising



and mediation system such that it explicitly considers the awareness of users,
and its role in promoting and being sensitive to it, in decision-making. Thus, we
draw on and further develop work on computational self-awareness, particularly,
public self-awareness [8] and social self-awareness [4].

Further, the work in this paper differs from related work in that, whilst it
certainly is about ‘digital’ privacy, its concern in things like boundary regulation
is in the physical world. As well, whilst in some cases examining the content of
messages is used to determine if privacy is about to be violated or harmed, such
invasive methods are not necessary here: we are focused on behaviour in society
where privacy is respected, not the online aspect of how much information is ‘out
there’ in social networking sites, for instance. The end results may be similar:
increased awareness, better management of information and boundaries, and so
forth, but the methods differ.

3 Public Privacy

In the Public Privacy paradigm, we focus on privacy as two® things in a group
space (a meeting room or a coffee shop, for example):

— A goal to be worked towards (at some level” or state)
— A state, in a space, in context, that can be expressed to everyone in that
space.

In the former, everyone in the space has their own ‘desired’ level of privacy
and sets up their own devices or behaviours toward that end, whilst when in
a space that desire may conflict with that of the space itself, and so the lat-
ter expresses how the two (individual and public) may differ, with attendant
possibilities we will discuss further below.

Following Kosa [6] we place privacy as an abstract notion within a set of
states, or levels, which are shown in table 3.

One option is to represent these states as numbers, since we need to be able to
compute the state of a space from that of the people in it (amongst other things).
The most basic aspect of public privacy is that any space within which there are
people (and devices) has an inherent privacy state, which we can compute and
display in a public form (and forum). For simplicity, we have added numbers to
the states here. The higher the number, the less ‘private’ the state.

3.1 Formalising the Public Privacy State of a Space
The Public Privacy State of a shared space S is a function of:

5 It can definitely be both at the same time.

" Kosa [6] talks about privacy states, which we think is a reasonable way to express
the level of privacy at a suitable concrete level, and has the associate benefits of un-
derstandability and computational tractability of sorts. In this work we interchange
level and state because different states obviously have different achievable privacy,
or levels of privacy.



the Context, Con of the space;

Sn|State Physical Self |Digital Self Example
1 |Private Existence is un-|Existence is unknown |A child hiding
known
2 |Unidentified |Existence is|No identity data A shadow
known
3 |Masked Existence is visi-|Limited identity infor-|An organ donor
ble mation
4 |De-identified |Existence is un-|Non-specific identity in-|Unpublished identity in-
connected formation is known formation is available
about a patient in a
study
5 |Pseudonymous|Existence is con-|Identity data could ap-|Reference to common
nected but accu-|ply to multiple persons |characteristic, e.g., fe-
racy is unreliable male person such as Jane
Doe
6 |Confidential |Existence is con-|Limited identity data|A doctor with access to
nected but lim-|available to defined per-|her patient’s records
ited distribution |son in a certain role
7 |Identified Existence is con-|Data is available with|Social networking sites
nected with un-|few or no controls
limited distribu-
tion
8 |Public Existence is com-|Digital self is live-|Babies or small children
pletely transpar-|cast, online and cross-|(limited control)
ent referenced
Table 1. Privacy States (from [6]) with Sn (State Number) added

The Privacy States of the individuals in that space (including that of their
devices present), which we represent as Ps = f(pg1...ps,:), where i is the
number of individuals in the space, and pg,, is the Privacy State of individual

n);

Privacy ‘requirements’ of the individuals in the space, which we represent as
A(S,Con) = f(A1(S,Cony) ...\ (S, Con;)) with again A, (S, Con,,) that of

individual n.

Each of these can be calculated, as we discuss in this section. Note also that
the Public Privacy state of a space is highly dynamic based on the individuals
joining and leaving the space, as well as its context (which may change from
time to time). For example, a meeting room may be in a context of Business
Meeting or Legal Meeting or Interview, Presentation, and so forth, whilst a coffee
shop would usually be in the context of Public Space, but this also might change
in different circumstances.

In this instance, we consider that the Context of a space is obtainable in

some fashion, and that the Context is the same for every individual in the space
(see section 4 for a further discussion on this).




The Context of a Space. Spaces are used to do things. What this means is
that it should be possible to determine from moment to moment what the space
is purposed for. This context may change over time for a given space, or the
space may indeed be designed in a way that ensures its context (but even that
may be subverted: the best parties usually end up in the kitchen).

For our purposes, it is sufficient to split the context in a relatively rough
manner. The contexts available to a space are:

1. Private-Meeting: A closed session where attendees are potentially invited.

2. Public-Meeting: A session where anyone can potentially attend, but which is
dedicated to a specific task. For example, a workshop or conference session.

3. Public-Static: A space, such as coffee shop, restaurant, where people can
enter and leave freely. Can also include spaces like supermarkets, malls, etc.

4. Public-Transient: Slightly different from Public-Static, the Public-Transient
space is one which is used as a place through which people move. For instance,
railway stations, airports, etc.

Without getting into a discussion about the language of architecture, consider
that in general some spaces are designed to facilitate certain contexts. Lecture
theatres are designed for Private-Meeting or Public-Meeting contexts, for exam-
ple. However, it’s entirely possible to convert such spaces into, say, Public-Static
spaces at need. Other spaces, such as railway stations, are much more difficult
to turn into certain contexts.

Contexts advise behaviours. Each context has specific expectations associ-
ated with it. These are expectations of behaviour (how many people are talking
at once, how many listening, who pays attention to whom, and so on) which
naturally impact privacy expectations for the space. It’s unusual to for instance
tweet about what is happening in a private meeting, but more acceptable from
a public meeting such as a workshop or a press briefing.

Regardless of space, to an extent, the context is what is important to us here
since it sets its own expectations. We would suggest that the privacy expectations
of the contexts listed above decrease as we move down the list.

It is a matter for future work to determine different other contexts and sub-
contexts for spaces.

Private Privacy: The Privacy State of Individuals. In the functions above,
Ps = f(ps;1---ps.i), where ¢ is the number of individuals in the space. How do
we determine p for any individual, since this is perhaps the most important
aspect of the problem?

Ironically, more information is of great utility in this computation, but let
us gloss over that for a moment. What is needed is something akin to that
calculated by the Device Comfort methodology [11]. However, in and of itself,
that may prove troublesome, since by its nature the concept can be seen as
privacy-invasive on an individual level.

In general, then, there are two different aspects here:

— What is currently being done by the individual,



— The history of the individual.

In the first, we can determine something about what is being done at a
specific time by observation, which includes the status of their devices, if any:
what apps are being run, what OS is installed, and what patches, for instance,
all of which have an impact on the potential for the device to be used in privacy
invasive ways either intentionally or not.

For the purpose of the current work, we can place a value on the status and
action being taken. More privacy problematic behaviours (such as texting or
using social networks, using cameras and so forth) have a higher ‘risk’ score.

For the latter, we use Kosa’s states [6]. To determine the state of the in-
dividual based on past history, privacy awareness tools can be used (see e.g.
).

At this point, we can combine the two aspects to make sense of the person
in the moment. What usually takes precedence in a situation where there is a
conflict (wildly differing states for each of the two aspects) is perhaps a matter
of preference, although we would argue, much as with trust, that historical be-
haviour is a relatively good predictor of what immediate future behaviour might
be. This being the case, the history aspect is usually the one which is chosen.
That said, conflict should be acknowledged and so here we can put certainty
values on the result.

How Do You Feel About Privacy? The second aspect of the computation is
what we call a privacy ‘requirement’ for an individual. In this, we agree with [12]
with regard to context. In order to compute the context and requirements within
it, we need but ask. [3,2], used a simple method to determine both how people
felt about sharing information, to whom, and also what for, with the context
being indicated by purpose of information sharing. Another method for eliciting
what we might call privacy stance is in using labels such as those identified in
[16]. Note that there are also certainly tools for expressing privacy preferences,
including for instance the Platform for Privacy Preferences, and these can also
be used readily in the calculations here, but the approach taken is one that aims
explicitly for simplicity (we just don’t need to make it harder than it has to be
[10]).

3.2 Expressing the Privacy State of a Space

Ironically, the privacy state of a public space is both a public and a private
notion. As a public measure, it is available to everyone in that space to show
how everyone’s tools and behaviours come together. As a private measure it is
affected by the context of the individual as well as the space. In both it becomes
a warning, a guide, a queryable service, a political statement, and a suggestion,
as we will see.

Publicly... A public expression of the privacy level of a space is just that:
something of which everyone in the space is or can be aware. We can express



it on a shared display in the space (in our development we are using Apple
TV apps on shared screens as well as other shared devices - the key here is
that the displays are social and shared). The value can be expressed in different
ways. Currently we are working with colours, icons and numbers, potentially
in combinations. We are planning experiments to determine how these may be
received and understood, and as such they are in flux.

Privately... We envisage that Public Privacy in private (sic) can be a tool for
the individual in various ways.

To begin with, the expression of the privacy state of the space can be shown
on a personal screen (when, for instance a public shared screen is unavailable or
unsuitable for a particular use, for reasons of different ability or requirements)
and thus available to all.

Moreover, Public Privacy, when discussed in the context of the individual,
becomes even more interesting because it can be changed from that individual
point of view. To illustrate what is meant here, consider a brief scenario, where
there is a group of strangers in a shared space (say an ice cream parlour), and a
new individual (our subject) enters. The privacy state of the space, as calculated,
is shown to the subject. For the sake of argument, let’s say the state is one that
reflects a low level of privacy, a low level of privacy awareness, and a social (in
this space) acceptance of sharing as ‘okay.” Our subject is, for one reason or
another, a person who values their privacy in special ways - pictures aren’t okay,
for example - and the calculated level of privacy is, in ordinary circumstances,
outside of their comfort zone (to put it another way, it’s way too low to make
them happy). However, in context, that makes sense. Plus, no-one in the place
is taking pictures (they’re all enjoying the ice cream instead) and so the privacy
level in that context is reasonable for our subject because their own context is
specific to pictures. That given, two things may happen: firstly, the contextual
privacy view of public privacy state is that it is reasonable, but also the public
view of privacy within other individual devices is updated to reflect that context.
In other words, the ‘requirement’ that pictures of other people in the space not
be taken can be added to individual contexts whilst the public view may not
change (unless cameras start to be pulled out).

3.3 And, how do we use this knowledge?

Public Privacy is a Privacy Awareness tool, but it is one with something of a
twist: we are not concerned here with online privacy per se. We are concerned
with potential actions in a contextual physical space, populated by others, with
their own goals, devices and behaviours, that may have an impact on an indi-
vidual’s privacy. This could be because personal or shared information might be
further shared outside the group, inadvertently or purposely, images could be
shared, videos might be taken, and so on. Each of these things has an impact
on our privacy state as individuals. Public Privacy makes the potential for these
things known and to some extent we hope understood.



This has different possibilities in various contexts, some of which we illustrate
here. Before entering into these discussions, a few words about trust and associ-
ated topics are in order. As we note in e.g., [9], trusting behaviour is the answer
to two questions: how much does one have, and how much does one need (and
the obvious happy result is that if you have more than you need, you can say
you ‘trust’ the other). In many circumstances, we can use artificial tools, often
legal or social ones, to increase one or decrease the other, with the effect that
some form of relationship might be entered into. We will use this observation in
some of our scenarios below./footnoteWe are sure other scenarios exist!

— In a situation where for example business discussions around a private topic
might be ongoing, the members of the discussion have different options,
including Non-Disclosure Agreements (NDAs). These tools have an effect on
trust that may or may not be beneficial - the act of asking people to sign
a legal document may decrease the amount of trust needed, but it doesn’t
always match the circumstances, and it doesn’t always encourage others to
feel comfortable in a given situation. However, if everyone was made aware
of the Privacy state of the room in which the meeting was taking place,
based in this instance on past history and potentially trust in the members
of the discussion, a level of comfort may be achieved which allows discussion
to take place without the legal niceties.

— Related to this, there may be circumstances where the members of the dis-
cussion simply don’t want to have their names on such documents, and the
ability to discuss privacy in such a space, aided by the Public Privacy model
at the time, is a powerful social aid.

— Entering into a space with a specific Privacy State allows a participant in that
space to better protect themselves with more technical privacy and security
tools as needed, since forewarned may well be forearmed in this case. The
Privacy State is additionally valuable for tools that use Device Comfort [11]
since it provides information that such tools can use to automatically adjust
their security posture.

— The members of a space which has a certain Privacy State can observe
changes to that state as others enter ands behave accordingly (for more
discussion of this, see below in section 5).

4 Current Status, Future Work

Public Privacy is a work in progress. We are currently implementing the system
using both ‘public’ and ‘personal’ tools, include Apple TV apps to be able to
display the Public Privacy state on shared screens, iOS and Android apps for
displays on personal screens, and a cloud-based approach which allows a multi-
platform approach with web browsers.

More importantly, we are using the scenarios above, amongst others, to design
experiments that will illustrate the usefulness of the idea in physical spaces and
for different cultures.



There are some other limitations to the model thus far. For instance, the
context of an individual in a space might not in fact be that of the space itself.
It is entirely possible to be a small group of people within a coffee shop having
an at least semi-private meeting. In this case, the contexts of the individuals in
the meeting form something of a sub space for that group of people. In other
words, some spaces can encompass multiple contexts at the same time. We leave
the calculation and implementation of this for future work.

A further avenue to explore in operationalising Public Privacy, could be to
represent privacy states not as scalar values but as logical propositions. An in-
dividual’s logical privacy labels could represent different expectations and pref-
erences over their behaviour and the behaviour of others. Then, upon entering
a social situation, the individuals’ propositions could be combined, and ‘solved’
for contradictions, which are then used to prompt or otherwise raise awareness
with the respective users. For example, the person walking into the ice cream
parlour can realise that their own propositions (expectations and preferences)
are entirely compatible with the prevailing ones (no contradictions), or can be
prompted that there are existing contradictions, that the group may wish to
address. We therefore arrive at a form of computer-mediated privacy agreement.
In general, one advantage of this approach would be to enable us to capture,
reason about, and attempt to reconcile a more qualitative, multi-dimensional
trust, and hence facilitate decisions based on a richer set of human expectations.

Having operationalized the Privacy State of a space we introduce the idea of
Alliance States as a method for aligning and codifying individual and group’s
intentions in space.

This is extended from the idea of a designed alliance, a social ritual where
a group of people designs the emotional atmosphere it wants in a space and
context, and, its conflict protocol, how the group wants to be when things get
difficult between them. We propose that we codify a ‘digital-alliance’ between
systems.

Often, what comes up in the emotional-atmosphere part of the Designed
Alliance are concepts like - trust, safety, and confidentiality. Building on Kosas
Privacy States, we create Alliance States, that codify levels of trust, safety and
confidentiality. Alliance States could have some quantitate assessment of their
quality - i.e. a system could have trust as 2/10, i.e. low, safety 8/10 i.e. high,
confidentiality 1/10 i.e. low or unknown.

A ‘public’ space would quantify its Alliance State, and a ‘personal’ device
entering a pubic space could read the Alliance State of the space. Systems could
negotiate Alliance States, before sharing information. The comparison between
a Public and Private alliance states and only interact when certain criteria are
met between the Alliance States - and, if they are different, then the systems
work to adjust their states so that there is a match before they interact.



5 Discussion: How societies, or at least outlooks, might
change

One goal of Public Privacy is to change minds. How might this work? It is
our view that much social change happens because society makes it clear that
the change is needed. This can happen in various ways - laws, for example,
are in many cases expressions of societal expectations, and social pressures are
also expressed in interpersonal encounters. Consider, for instance, smoking or
driving under the influence. In many cases, since expectations change, so have
the ways in which people are influenced in these circumstances (people in many
countries don’t smoke in different spaces not just because the law says they can’t
(the law says nothing about smoking in your home), but also because often if
they try they are told (asked!) not to). And so, slowly, opinions and potentially
behaviours change.

Right now, we have a privacy problem. It is seen, at least in part, as a
socially acceptable thing to take pictures, and share them and other information,
regardless of other peoples’ opinion, wants or needs. The potential effects are not
always beneficial, as has been pointed out elsewhere, including in initiatives such
as the Privacy Awareness Weeks of several territories.

In part, we see Public Privacy as a tool to raise social awareness within
individuals of the consequences of their actions. If one enters a space and sees
the privacy state change, and behaviours change with it, this is the first step
to this awareness. A second step comes when people take the public awareness
tool and use it to ask others for change - instead of ‘please don’t smoke’ the
refrain becomes ‘I'd rather you didn’t tweet about this’ or ‘please don’t share
that picture’, or even ‘you really shouldn’t be sharing all this stufff.” Once privacy
instead of profligate sharing becomes an acceptable stance, we believe® change
can happen.

6 Conclusions

Public Privacy is a tool, an awareness raising mechanism, and a method of
social change (and as such a political stance). It uses a technical methodology
to estimate the Privacy State of shared spaces - that is, spaces where more than
one person and their devices are present. This shared Public Privacy State can
be used in a variety of different ways:

— To help people in the space better protect their own information (or private
selves) either automatically or with human input;

— To raise awareness of issues to help change behaviours or at least educate,
and not least

— To help people get things done in contextual shared spaces.

The Public Privacy tool is currently being developed based on the technical
discussion in this paper. Experiments for both correct behaviour and acceptance
are planned.

8 Granted, perhaps naively!
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