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Abstract. Nowadays machine translation is widely used, but the required data
for training, tuning and testing a machine translation engine is often not suffi-
cient or not useful. The automatic selection of data that are qualitatively appro-
priate for building translation models can help improve translation accuracy. In
this paper, we used a large parallel corpus of educational video lecture subtitles
as well as text posted by students and lecturers on the course fora. The text is
quite challenging to translate due to the scientific domains involved and its in-
formal genre. We applied a random forest classification schema on the output of
three machine translation models (one based on statistical machine translation
and two on neural machine translation) in order to automatically identify the
best output. The unorthodox language phenomena observed as well as the rich-
in-terminology scientific domains addressed in the educational video lectures,
the language-independent nature of the approach, and the tackled three-class
classification problem constitute innovative challenges of the work described
herein.

Keywords: Machine Learning:Educational data-Data selection-Machine Trans-
lation-Random Forests.

1 Introduction

In recent years, many people, companies and organizations make use of machine
translation (MT) solutions. MT software has been improving, and researchers are
trying to generate the best translation of a source text. The use of MT is said to have
become an indispensable tool, not only for scientific purposes, but also for the general
public. Moreover, automatic translation contributes decisively to the learning process,
since it can extend the learning target group by breaking the language barrier and
enhancing access to the educational material. To this end, the European project Tra-
MOOC (Translation for Massive Open Online Courses) [10] aims at improving the
translation process, and overcoming the language barriers in online educational con-
tent.

After almost half a century that statistical approach prevailed in MT [9], a new
method, the neural — based approach, appeared. This, in contrast to statistical machine
translation (SMT) implemented by using parallel text corpora to calculate probabili-
ties, generates much more accurate translations. More specifically, neural machine
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translation (NMT) implements deep learning techniques to teach text translations by
taking on existing statistical models as a basis. Also, NMT is able to use algorithms to
train itself with linguistic rules [3].

Certainly, many challenges occur in the translation process. Additionally, it should
be noted that there is difficulty in translation out of domain data. Therefore, there is a
large amount of data to be translated. For large sentences, an extension of the classical
neural encoder-decoder can be used, taking into account only the words which have
information relevant to the target word and not the whole sentence [1]. Post-editing
and data selection are two ways to reduce the data (i.e. choosing only quality parallel
segments) without hurting translation quality. Many online MT platforms now prompt
users to improve the proposed translation themselves [12]. This may be a solution to
improve translation models, but it also creates a multitude of data that needs to be
evaluated regarding usability. On the other hand, data selection methods can be used
to recognize the useful and non-useful features in parallel segments. Research has
shown that when models are trained with less, but more accurate, data, their perfor-
mance improves [17].

In this paper, we consider data selection as a classification problem and we explore
the idea of using three translation prototypes for our experiments, one based on SMT
and the other two based on NMT. The contribution of this paper is multi-fold:

e the educational content domain comprises scientific fields that involve a
high degree of terminology and unknown words. This phenomenon re-
quires a set of robust learning features to represent the parallel text seg-
ments.

o the informal genre (spontaneous speech transcriptions and forum text)
presents linguistic phenomena that are unorthodox and ungrammatical,
like repetitions, interjections, fillers, truncated utterances etc., posing a
challenge to the automatic identification of grammatical utterances.

o the proposed approach is language independent. All linguistic features are
based on string similarity and no morphosyntactic information is incorpo-
rated in any form.

e a metalearner (Random Forest) is employed for data classification, for the
first time for the task at hand to the authors' knowledge, in order to tackle
the aforementioned challenges.

2 Experimental Setup

This section describes the corpora, tools and the classification process used.

2.1  Corpus

The parallel corpus we worked on was provided from the TraMOOC project. As al-
ready mentioned, the corpus includes lecture speech transcriptions and text posted by
class participants on course fora. The source corpus consists of 2,687 segments (sen-
tences) in English (Src). For each of these segments, three translation outputs into



Greek are available, generated by three prototypes (Transl, Trans2, Trans3), whereas
one reference translation (Ref) from a professional translator is also provided. Trans-
lation model 1 (Transl) used the open-source phrase-based SMT toolkit Moses [8],
the translation models 2 (Trans2) and 3 (Trans3) used the NMT Nematus toolkit [15].
Transl is a statistical based prototype trained on both in- and out-of-domain data.
Trans2 is trained on the same data as Trans1 and uses labels to identify and remember
the domain, while Trans3 is the result of training with more in-domain data providing
via crowdsourcing, weight tying, layer normalization, and improved domain adapta-
tion. Out of domain data included widely known corpora e.g. Europal, JRC-Acquis,
OPUS, WMT News corpora etc. In domain data included TED, QED corpus,
Coursera etc. [11].

Data pre-processing included the removal of symbols (for example #, $), and some
alignment corrections, so that each segment is mapped to its Src, Ref, Trans1, Trans2
and Trans3 variations.

A challenge was the translation of entities like URLS, mathematical expressions
and rare words. The first two entity types were copied to the translation output by
some prototypes (Trans2 & Trans3, and Trans3 respectively), while the third type is
tackled by the third prototype by word division in order to improve MT output [16].

2.2 Annotation

Two Greek linguists have annotated each segment with A, B or C depending on
whether Transl, 2 or 3 is more similar to Ref respectively. We observe low annota-
tion percentage for class A (17%) compared with class B (37%) and C (46%). This
confirms the superiority of the NMT vs. SMT models. At this point, it's important to
notice that the two annotators gave different answers in 82 of the 2,687 segment cas-
es. For the different answers, the annotators had a discussion and finally agreed on
one common label.

We present five segments and their Trans1-2-3 and Ref translations (Table 1), the
sixth segment is an example of disagreement of two linguistics.

Table 1. Segment Examples from source, Transl, Trans2, Trans3 and Ref.

ID | Source Transl Trans2 Trans3 Ref

1 The archplot | H archplot To apyoiko H apywn H xbdpro
referstothe | avageépeton oy£010 avapé- | TAOKN avaeé- | TAOKN ova-
classical oTnv KAQGLl- | PETOL OTOV PETOL GTOV pépetat
design of a KNl oyxedu- | Khoowd oxe- | Khaoowd OTNV TUTTIKY
story and has | opé pog | dtoaopd pog oyxedlaopd Spopeo-
been called otopiog kot | 1oTopiog Kot QoG otopiag | on pag
by many €xet  kAnBel | €yel KAnOei Kot £Y€L OVO- oTopiog Kot
names. pe TOAAG | OO TOAAG pootel amod &xel mhpet

ovopaTa. ovopaTa. TOAAG ovOpa- | TOAAG OVO-
0. porto.

2 A bit of ‘Eva koppdtt | ‘Eva xoppdtt | ‘Evo koppdrt Atyn o710-

gaming his- | g wtopiag | tng oTopiag 1otoplog mot- pio woyvi-




tory: Which | mayvididv: | tov moyvi- piddv: To Sdv:
now famous | H omnoia S100: TTov omoio tdpa o | ITowog/a
video game | tdpa didon- | tdpo o didon- | didonpog oNUeEPVOG
character po Pvteo- pog video- YOPOKTHPAG YVOOTOG
made his/her | mouyvidt oy vidL yapo- | Tov Pvieomat- | OpUKTHPOG
first appear- | yopaktipog | ktfipog ékave | xvidiod ékave | Pvteomot-
ance in the £Kave TNV TNV TPATN TOL | TNV TPAOTN TOL | Y ViS00
1981 "Don- | mpdt TG gULPAvion to ep@dvion oto | epupaviot-
key Kong" ENPAavion 1981 oto Pr- Ty viot KE Y10 TP®D-
arcade oto 1981 vteomatyvio "DonkeyKong | t @opd to
game? "Donkey- tov Doney- " oy vion, 1981 o710
Kong" p- Kong; «Donkey
VTEOTTOYVIOL, Kongy;
This is Ed® givon Ed® givor mov | Edd givar mov | Xe awtd to
where study- | mov omovdd- | M perét g N pnekén g omnueio ot
ing Critical Couv oelpd kplowng oké- | Kprtkfg Zké- | omovdég
Thinking pobnudtov | yng pmopei var | yng pmopei va | otv Kpiti-
can help. Kprrwkn Bonbnoet. Bonbnoet. KN Zkéyn
Yiéyn pmo- LTopovV va.
pei vo Bon- Bonbmoovv.
Onoet.
Upload the AvéBace 1o | AvéPale v AveBdote v | AveBdote
essay as a doKipio og £PYAGi0 G éxbeon og éva | v éxBeon
zip file in- TAYLOPOLUKD | PEPUOVAp, apyeio zip ®G GLUTLE-
cluding the QaKeAO, GUUTEPIAOLL- GUUTEPIACLL- OUEVO ap-
Statement of | cvumept- Bavopévng g | Pavouévov g | xelo cvpme-
Authorship. | Aoppavoué- | dMiwong tov dMAwong Tov pioppavo-
yng g om- apyaiov Thoi- | draTdKTn. HéVNG NG
Awong Nie- | ov. Afhoon
mann. Zuyypoagt-
xng atpod-
™NTOC.
Youneedto | Oa mpémet [péner va [péner va ®o mpémel
get the audi- | va mapete 10 | KAVELG TO KO- | KAVEIS TO KO- | VO KAVETE
ence to want | kowd va vo va Békel va. | vO va BéAer val | TO KOO Vo
to "lean into | 8&Aovv va "Wyicet oty | "yeipel oty 0éhel va
the screen". "Mt oV 006vn". 006vn". «UmEL OTNV
0fovn". 006vn».
For anybody | I'o 6molov I'a omowovén- | o omolovén- | Omotog
interested in | evdopépeton | moTE EVOOPE- | TOTE EVOIOQE- | EVOLPEPE-
deeper ex- v Bafote- petot yo Po- petot yo Po- TOL Y10 TTLO
ploration of | pn e&eped- Butepn épguva | OvTepm ee- de&oducn
the origins VNoT| TOV YL TNV TPoé- | pedvnon g épeuva
of storytell- | mpoéievon Aevon g KOTOY®YNG TG | OYETUE pe
ing please mg apiyn- | agrynong, aenynong, mv npoé-
check-out OTC TAPOKO- | TOPOKOAD TOPUKOAD Agvor g
Professor A eAéyéte- | eEetdote TV eléyEte v apnynong




Hobohm's out o kabn- | mAApn SAeEN | mAfpn S1dAeEn | mopokadd
full lecture yng Ho- oV kaBnynty | Tov kKebnynty | pikte pua
on the topic | bohm givan Hobohm yw Xoéumop yio 10 | patid o€
that we add- | yepdrto dud- | o Bépa o 0épa mov mpo- | 6N ™ Sud-
ed below. Ae&n 1o t0 npocHécaye obéoape ma- Le€n tov
0épa mov oo KaTo. POKAT®. Kafnynt
npocBécape Hobohm
TOPUKATE. v 610
0épa Tov
npochécape
and Kato.

ID 1: i) archplot: No translation by Transl (not found). Trans2 and Trans3 correct-
ly separate the two synthetics. Trans2 translates the first synthetic as a main word
(apyaixo=archaic), common in historical contexts, but not correct in this segment.
Trans3 finds the meaning of the prefix: arch- (archi » apyn, apyun).

ii) has been called: the three trans didn't change the passive into the active form.
Transl and 2 gave the most common meaning (xAn60ef). Nevertheless, the more suc-
cessful translation of Trans3 (ovouaostei) makes a pleonasm with the object (ovouaza),
Ref’s choice being the correct (zdpet).

ID 2: i) which: None of the three Trans translated correctly this question word, not
being the first word of the segment.

i) Transl incorrectly connected which to history giving the same grammatical
gender (1otopioa...n omoia). Trans2 chose the sometimes confusing, but very common,
mov (not the question word mov). Trans3 incorrectly connected which to a bit giving
the same grammatical gender (xopudzi...zo omoio).

iii) now: None of the three Trans translated it as an adjective.

iv) Transl and Trans2 didn't connect the word game to character as a genitive case
(raryvior.. yopaxtipag), as was done correctly by Trans3 (yopaxtipog
Svteomaryviolon).

ID 3: i) This is where: no metaphorical sense by the three Trans.

ii) studying: the same translation by Trans2 and Trans3 (uelézn), but not expressing
the action, the process, as a verb would have done. Transl uses a verb (erovddalovv)
and the sense of "process” is given also by adding an object but the syntax generates a
pleonasm (emovddlovv cepd nabnudzwv) and the syntax of the segment is incorrect.

ID 4: i) Authorship: Transl translated this word by the word Niemann that is non-
existing in the source segment. It's important to note that we find the Niemann State-
ment in Harvard and other contexts and this is relevant with essays and authors. Very
interesting, (but the result is completely false) is also the Trans2 translation process:
from the basic meanings of the whole word (authorship= origin, source) Trans2 uses
a synonym: apyaiov (ancient), but at the same time it separately translates the second
synthetic of the word (-ship) to give the common phrase: apyaiov wloiov.

ii) essay: Transl gives the main meaning of the word (Jdoxiuio), but the Trans2 and
Trans3 choices are also correct (epyasia, ékfeon), Trans3 choice being Ref’s choice.



iii) zip file: Transl translates zip by the common adjective of file, but here it is ir-
relevant: zayvdpouixé. The Trans2 translation (pepuovdp) is completely irrelevant
here, but very common in other contexts. Trans3 correctly doesn't translate zip in this
context.

ID 5: i) get: Transl gives the most common translation (zdpeze), but it is not cor-
rect here. Trans2 and Trans3 correctly translate this multi-sense word.

if) You: Only Transl correctly translates You as a plural pronoun.

iii) lean: None of the three Trans is correct (izs, Avyioel, yeiper) compared to Ref’s
correct choice (umer). The word here has a very special metaphorical meaning: "to
enter". The sense of "motion" of the preposition into, in the Source text, is partly con-
veyed in Trans3 (ysipet).

ID 6: Annotator 1 labeled Trans2 as the better translation for the following rea-
sons: 1) épevva is a better translation for exploration in this segment, as the main
meaning of the word (e&epevvnon) here is not precise, 2) mpoéisvoy for the word ori-
gins is the best translation in this segment and is the same as the Ref tranlation, 2)
eetdote 1S not the best translation for check-out in this segment but is better than
eléylre, because its meaning is not the primary one (i.e. check) but closer to other
secondary meanings of check, like "note" or "hold". By check-out, in combination
with the word whole, the writer here means: "read" or better "study and keep in
mind", but it can’t be translated so, as it is far from the meaning of check, 3) Trans2
kept the proper noun Hobohm in Latin letters, like Ref, and as it is considered to be
good practice for dealing with proper nouns from one language to another.

Annotator 2 labeled Trans3, as the better translation for the following reasons: 1)
eepedvnon 1s the exact meaning of "exploration”, in combination with its preposition-
al phrase of the origins, implying "deeper research" (sepsdvyon being more explora-
tory than a simple research (épsvva)), 2) ¢ kataywyig is the primary and most com-
mon meaning for of the origins, as it refers to "the first appearance”, to “the creation"”
of the subjective genitive: storytelling, 3) Trans3 changed the Latin into Greek letters
for the proper noun: Xoumop, as the target language is Greek, and it is common prac-
tice to do so.

2.3 Features

We considered the task at hand as a classification problem with three output (class)
values, so we represented each segment as a tuple (Src, Trans1-2-3, Ref). Each tuple
was modeled as a feature-value vector, while the features are based on string similari-
ty, they contain no form of morhosyntactic information, and are therefore language
independent. The feature set was based on the work by Barron-Cedeno et al. [2] and
Pighin and May [13]. Feature values were calculated using MATLAB.

Basic-Simple Features
These are simple string similarity features. Levenshtein distance is a string simi-
larity metric, which calculates the minimum number of single-character changes re-



quired to change one word into the other. Also, another string similarity metric was
used to determine if Trans 1-2-3 is contained in Ref ( Containment ¢ ) [5].

Length (in number of words) of Src-Trans1-Trans2-Trans3-Ref.

Length in words of Transl, Trans2, Trans3, Ref divided by Src, also for Transl,
Trans2, Trans3 divided by Ref.

Length in characters divided by length in words for Src, Transl, Trans2, Trans3
and Ref.

Levenshtein distance of Transl, Trans2, Trans3 divided by Length of words and
characters of Transl1, Trans2, Trans3.

Number of words that exist in Trans and do not exist in the Ref divided by the
number of words in Trans (and vice versa).

Containment ¢ of Trans1-Ref, Trasn2-Ref, Trans3-Ref [5].

Ratio of (third bullet)’s resulting features between (Transl-Trans2-Trans3, Src),
(Ref, Src), and (Trans1-Trans2-Trans3, Ref).

Longest word for Src, Transl, Trans2, Trans3 and Ref.

Longest word in Transl, Trans2, Trans3 divided by Src and Ref and longest word
in Ref divided by longest word in Src.

If Ref=Transl or Trans2 or Trans3, then True, otherwise False, if Src = Transl or
Trans2 or Trans3, then True, otherwise False.

Noise-based Features

If Src is a one word string then True, otherwise False.

If Src is a string of more than five words then True, otherwise False.

If Src is a string with length six to ten words then True, otherwise False.

If Src is a string with length up to eleven words then True, otherwise False.

If Src, Transl, Trans2, Trans3, Ref has a word with length 10 to 14 characters then
True otherwise False. We did the same with word length 15 to infinity.

If Src or Transl or Trans2 or Trans3 has a word of three repeated characters then
True, otherwise False.

Similarity-based Features

The length factors (LF-defined in [14]), LF(Ref, Transl), LF(Ref, Trans2) and
LF(Ref, Trans3) are calculated.

Using the LF (described above), if LF(Ref, Transl)>LF(Ref, Tans2) then True,
otherwise False. The same comparison is performed on LF(Ref, Trans2) and
LF(Ref, Trans3), as well as on LF(Ref, Transl) and LF(Ref, Trans3) (and vice ver-
sa).

2.4  Results

We have nominal and numeric features. We normalized the numeric features so that
their values range between 0 and 1, by using the Feature scaling method. We decided



to use the Weka machine learning workbench [18] for training and testing our dataset.
We used evaluation measures that are common in classification, and adopted from
Information Retrieval. The first measure is Precision, that is True Positive / (True
Positive + False Positive). The second measure is Sensitivity - (Recall), that is True
Positive / (True Positive + False Negative).

Given the challenges governing the genre and the domain of the data, we decided
to apply a meta-learner for increased robustness. We chose the Random Forest classi-
fier, due to their using the Law of Large Numbers and the ability to avoid overfitting
[4], and achieving high generalization accuracy. Random Forests implement an en-
semble learning schema that generates multiple decision trees during training, and
constructs a combination of the classification outputs of each tree model for predic-
tion. We set the number of iterations (number of trees to be constructed) to 65. Each
tree was constructed while considering 20 random features. We employed 10 fold
cross validation as testing mode. The minority class (A) causes problems in the classi-
fication process: the classification algorithms give low accuracy as they tend to classi-
fy the new unseen segments in the majority class [7]. In order to improve the accuracy
of the classifier for the minority class (precision 49%, recall 22%), we used the Smote
filter [6], which is an over-sampling approach for creating new synthetic training data.
Smote combines the feature values of minority class examples with the feature values
of their nearest neighbor examples (n=5) in order to produce new examples of the
minority class. The Smote process is applied only on the training data. Using Smote,
the segments of class A doubled in number, and the total number of segments reached
3150. We observed that we had better results when we used RandomForest_Smote
including all the features as seen in Table 2.

Table 2. Precision and Recall of our experiments.

Classifier : RandomForest

Class Precision Recall Number of Number of
features instances

A 49% 22% 82 2687

B 46% 36% 82 2687

C 50% 70% 82 2687
Classifier : RandomForest_Smote

A T7% 63% 82 3150

B 44% 32% 82 3150

C 50% 68% 82 3150

It is noted that the results obtained are satisfactory, given that in our experiment we
had three classification values, in contrast to related research that targeted a binary
class output [2]. Moreover, the features we used are simple string comparison fea-
tures, and they are language independent, including no morphosyntactic information
in any form.



It is noted that the results obtained are satisfactory, given that in our experiment we
had three classification values, in contrast to the [2] research. In addition, the features
we used are simple string comparison features, and they are language independent.

We observed in the table that when we applied RandomForest before the Smote fil-
tering, the classifier correctly classified 22% of A segments for Class A (Transl),
36% of B segments for Class B (Trans2) and 70% of C segments for Class C
(Trans3). After the Smote process, a major change is observed in Class A, where the
percentage increased to 64%. For classes B and C we did not notice any particular
changes. What is remarkable is that when the classifier does not sort correctly, it usu-
ally classifies the segments from one neural model to another (60% B -> C and 25%
C -> B), and a much smaller percentage to the statistical model (7% C -> A and 8% B
-> A) as well. In total, we can see in the figure below (Fig. 1) the percentages of in-
correctly classified instances.

70%
60%
60%

50%

40%

28%
30%

20%
12%

10%

0%
A B C

Fig. 1. Total percentages for incorrectly classified instances.

The majority of incorrectly classified instances from classes A and B, were classi-
fied by Random Forest in class C (60%). For classes A and C 28% were misclassified
into B. We observe a low percentage, only 12%, of misclassifications from classes B
and C to class A.

We note that Transl does not apply the basic syntactic rules, i.e. the subject-verb
agreement, the subject-predicate agreement, as well as the modifiers agreements (at-
tributive adjectives, predicate adjectives). Non-agreement is also observed in genitive
constructions (possessive case, subjective and objective genitives), when of course
there is not of (genitive case) or by. However, it has been found that Transl has, in
many cases, a richer vocabulary than Trans2 and Trans3. In addition, Transl retains
the main names, as Trans2 also does, in the Latin script, as it is considered right, and
does the same in words not existing in its vocabulary, avoiding false and unrelated
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translations, as in Trans2 and Trans3 sometimes occurs. Trans2 applies the above
agreements, but not always successfully. Trans2 disposes quite satisfactory vocabu-
lary, but not always about words that having more than two basic meanings. Howev-
er, as it has been said, Trans2 translates all the common words, even those that do not
exist in its vocabulary, breaking up compound words into their components and trans-
lating them, but, in some cases, this translation is wrong. Trans3 applies the above
agreements more successfully than Trans2, it translates more successfully the compo-
nents of compound words, but, as it has been said, Trans3 lags somewhat to the vo-
cabulary richness.

It is important to know which features are more important to the classifier, so we
tried the attribute evaluator technique (in Weka). Ratio of length in words and ratio of
length in characters seem to be functional, as well as the Length Factor (LF), as we
have described in section 2.3. On the other hand, comparisons, like if Ref=Trans1-2-
3, seem not to be so useful for the classifier.

3 Conclusions and Future Work

In conclusion, this study aimed at automatic data selection for machine translation. It
is based on the processing of a sufficiently large parallel corpora database. In this
regard, we considered the data selection task as a classification problem. More specif-
ically, three translation models were used, which represent both the old approach
(SMT) and the state of art (NMT) to MT. In this way, differences in the translation
process and the approach of the three models become more apparent. 82 characteris-
tics have been calculated and 2,687 segments have been annotated. For proper analy-
sis, we pre-processed our data before using Weka tool. We used Smote to address the
class imbalance problem in our data. The results recorded give a better translational
prediction to model 3, which does not make much of an impression, as this is a so-
phisticated translation model. It is worth mentioning that the translation was from
English to Greek, which increased the task complexity, since the Greek language is a
morohologically rich language with ambiguities. One way to more accurately ap-
proach ambiguities in the future might be the use of data categorization. For example,
grammatical categorization may prove far superior to the lexical features employed
herein, an approach that has already been considered for the Greek language [19].
Furthermore, it could be studied whether the use of in-depth features influences the
translation process, such as etymology, that is believed to be of great help for the
Greek language.

It is worth asking ourselves whether we can find similar results amongst other lan-
guage pairs, and this may be a new field for study.
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