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Abstract. Interactive omnidirectional videos (iODV) can offer informative, en-
tertaining, and immersive experiences, especially when combined with novel
platforms such as head-mounted displays. However, omnidirectional videos, and
interaction with them, present many unique challenges. In the absence of existing
guidelines that accommodate for these challenges, we present dos and don’ts for
designing and producing interactive omnidirectional videos. We base these
guidelines on numerous interactive systems that we have produced in the recent
years. Our work offers useful guidance for those working with omnidirectional
videos, especially when designing interactivity and navigation within such sys-
tems.
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1 Introduction

Omnidirectional videos (ODV) have received a lot of attention lately due to new
technologies for recording and producing such content. They are typically recorded
with cameras that cover up to 360 degrees of the scene. Active research efforts have
been taken in different domains of ODV ecosystem, including capturing, displaying
and interaction technologies, and platforms such as YouTube and Facebook have pro-
vided their own content distribution channels for sharing ODV content. This study fo-
cuses on iODVs, which are ODV applications with additional interaction in addition to
looking around the scene [8]. This interaction could be, for example, in the form of
activating Ul elements for more information on different objects in the scene, or tran-
sitioning from one ODV scene to another. We do not limit on which platform the
iODVs should be viewed, although our research concentrates more on content dis-
played with a head-mounted display (HMD).

Albeit being a relatively new technology, omnidirectional videos have already been
used in many domains and contexts. Some examples include use in remote operations
and telepresence applications [4, 5], consumer products [9], museums [10], and theatre
[6]. Many of these applications offer interactive content and have Ul elements which



are often crucial features for pleasant user experience [3, 14]. Different interaction tech-
niques in iIODV applications have also been researched in many studies. Some exam-
ples of these include head-position, dwell-time based interaction [8], gesture-based in-
teraction [2, 13, 16] and second screen interfaces [15].

Despite growing interest in interactive omnidirectional videos, most existing re-
search has focused on applying iODVs in specific contexts, or on evaluating a specific
design solution. However, the many unique challenges in the production and design of
iODVs have gone largely unreported. Therefore, we believe reporting our extensive
experiences with various iODV applications in varying environments are useful to other
researchers and practitioners.

In this paper, we present guidelines to help in the design, recording, and production
of interactive omnidirectional video applications. In particular, we focus on the design
of omnidirectional videos with regards to interaction and navigation. With interaction,
we primarily refer to embedded content, such as text and pictures that can be utilized
to offer more information on important objects within a scene. With navigation, we
refer to the ability to move between several videos, which can be used to e.g., move
through an industrial hall, or view an object from several angles. Some of our guidelines
are highlighted especially for certain platforms. Argyriou et al. [1] have presented sim-
ilar guidelines for omnidirectional videos in their research. While their work was com-
prehensive in regards to immersion and some technical aspects of implementation, we
offer new guidelines as well as alternative solutions to some problems.

We base our recommendations on several real-world projects we have developed
over the recent years which have utilized iODV content in different ways. In the next
chapter, we describe some of these projects, after which we present our guidelines. Fi-
nally, we conclude with a summary of our work.

2 Interactive Omnidirectional Video Applications

In this section, we present iODV applications based on which we present our guide-
lines later in this paper. The use cases vary from entertainment to navigation and indus-
trial use, and were carried out in collaboration with several large industrial companies
and cultural institutions.

Figure 1. Interaction with hotpots. A: A hotspot is embedded on a building. B: The
user focuses the hotspot at the center of the viewport, and the hotspot starts growing
to visualize dwell time. C: The hotspot is triggered, and the content is shown.



In most presented cases, embedded content (hotspots) appear in the depicted scenes
in the form of small icons (Figure 1A). When using a head-mounted display, users gen-
erally trigger these hotspots through dwell time, i.e., they center the hotspot in the mid-
dle of the viewport and wait for a short period for it to activate. During this time, the
hotspot grows larger to visualize that it is being triggered (Figure 1B).

There are two types of hotspots. Info hotspots offer additional information on a cor-
responding object, usually in the form of text (Figure 1C) or pictures. The appearing
information dialog is closed by simply moving the viewport away from it. Navigation
hotspots transfer the user to another ODV, allowing users to move within the depicted
location.

2.1 Maintenance Procedures

We developed several systems in cooperation with industrial partners to aid with
maintenance of different industrial machines and equipment, for example large-scale
fuel engines or vehicle-mounted aerial work platforms (AWPs). These iODV applica-
tions provide the user with remote access to the worksite while preparing for mainte-
nance visit or while learning to use different equipment. These industrial sites have the
need for both general and in-depth views of the target vehicle/machine as well as the
environment it is located in.

With our iODV solution we are able to offer the user the possibility to view the target
equipment from different angles, move around it, take a closer look at important parts
and to view how different operations are conducted. This is done by combining short,
looping iODVs from different angles and distances from the target machine and longer,
non-looping iODVs, which present different actions the machine in question can per-
form. Therefore, a large network of omnidirectional videos is created, in which the user
can move freely, and access information about the machine as well as the location.

2.2  Simulator Installations

We created two recreational simulator installations that utilize iODV content. They
utilize videos filmed inside or on top of a vehicle while the vehicle in question is mov-
ing. Both simulators are currently in active use in an automobile museum.

The first simulator presents a road grader (Figure 2A). It includes a low-tech cabin,
including the seat, steering wheel and pedals, and a three-display set surrounding the
front side of the cabin. This display is used to present the video material, and the user
can interact with it by using the steering wheel to rotate the view and by pressing the
gas pedal to simulate speeding up.

The second simulator is a rally car installation that uses the Samsung Gear VR head-
set and headphones inside an actual, stationary rally car. ODV content is presented in a
Gear VR application, which shows a video filmed during a test drive by a professional
rally driver (Figure 2B). This allows the user to experience the feeling of sitting inside
arally car, while actually sitting inside a rally car.

The use of iIODVs in these simulators is relatively similar. Both utilize long, moving
videos filmed inside (or in the case of the road grader, on top of) a vehicle. These films
by themselves are not interactive, but the interactivity in the simulators is done in other



ways compared to the industry demos presented earlier. In the road grader simulator,
the presentation of iODV content is changed based on user interaction, by rotation, or
by adding effects to the video to simulate faster speed. In the rally simulator, the inter-
activity is limited to starting the rally session, as it is more concentrated on immersion
and the experience of rally driving, which most people have no other chance of experi-
encing. In the next version, we will provide the user with more interactive content such
as information on the route driven.
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Figure 2. Simulators using ODV content. A: A road grader simulator where the
video is projected on the wall using three projectors. B: Rally car simulator used with
a VR headset.

2.3 Virtual Tour Applications

We created several virtual tour applications that utilize iODV content, which con-
centrate on free-form navigation between videos. Tour applications can be utilized in
various ways. Our city tour application was used for language learning, where two stu-
dents needed to collaborate in a foreign language to find the correct location in a city.

Another use case was with a university campus tour project, which was especially
intended as a novel way for new students to familiarize themselves with the campus
and the buildings and services within. As a third use case, we created virtual industrial
complex tours for our industrial partners. These were used, e.g., for promotional pur-
poses in exhibitions.

3 Guidelines for Designing iODV Applications

In this section, we describe guidelines derived from our experiences with iODV ap-
plications. In these guidelines, we concentrate on issues related to interactivity and user
experience of iODV applications, instead of issues arising from the context of filming
ODV content.

3.1  Avoid Obijects Very Close to the Camera

Obijects very close to the camera can obstruct useful information and can be disturb-
ing to the user, especially so if the video is viewed on a head-mounted display. In
ODVs, the camera within the video is a point-like object in the world space. As such,
the objects can exist as close to the camera as the developer/producer wishes. However,



when using the iODV application, the user with HMD assumes his body takes up the
same amount of space that it normally does. This causes an invading feeling, if some
objects are too close. These objects can be anything from walls to tables to other people.
The feeling of “in your face” can be off-putting and invasive, and should be accounted
for in the production phase. This effect of invading the ‘peripersonal space’ has been
studied extensively in both real world [11] and in virtual environments [12]. This was
especially noticeable in our virtual city tour application where the videos were shot in
the middle of a city. People passing by were interested in the camera, and often lingered
around it or looked straight at it, sometimes at very close distance (Figure 3A).

Another example is the rally simulator, as the space inside the car was very cramped,
and offered limited options for attaching the camera. Moreover, rules and regulations
applied for filming inside rally cars, for instance, the camera was not allowed to reach
into the front seat area, and had to remain further back. To get a good view of the
windshield and the road ahead, however, we put the camera roughly between the two
front seats (Figure 2B). While the primary goal was reached with a good view of the
cockpit and the road, the front seats ended up being somewhat disturbing as they
seemed to be unnaturally close to the viewport when users were looking around in the
car with a HMD (Figure 3B).
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Figure 3. Examples of disrupting objects. A: A man looking straight at the camera
as he is passing by. B: The navigator’s seat in the rally simulator.

3.2  Consider an Appropriate Viewpoint

It is important that the viewpoint, i.e., where the camera is placed, supports the con-
text and the use case. For instance, it may be of importance that the camera is placed a)
on a platform that is accessible to people, and b) at around the same height as the per-
son’s viewpoint would be if they really were in the location. This guideline also relates
to the notion of making the navigation in the virtual environment natural, as mentioned
in related work by Argyriou et al. [1]. In some of our industrial cases, iODVs were used
as a way for technicians to familiarize themselves with the location before going on-
site in person. Therefore, the view in the videos needed to represent what the techni-
cians would actually see when arriving at the site. Moreover, some users reported feel-
ing dizzy when viewing a video that was filmed from the top of a ladder. This was
relatively surprising, as the camera was no more than around three meters above the
floor. The ladder was used in an industrial setting to provide a full view of an industrial
hall, but in this case the solution worsened the user experience.



3.3  Present Details with Embedded Content

Some low-level details and procedures are difficult to present with ODVs. For ex-
ample, in industrial context, we aimed to record ODVs of maintenance procedures, to
be used as reference material and documentation for future maintenance technicians.
We found that capturing the fine details of the procedure, such as interacting with a
complicated control panel in a correct way, was problematic. Primarily, it was difficult
to place the camera close enough to show that much detail properly (Figure 4A). More-
over, the technician conducting the procedure would often obstruct the object from the
camera (Figure 4B). In these situations, the role of embedded content, such as pictures,
text, and 2D video, is emphasized, to better visualize the details. It is also worthwhile
to note that with embedded content (hotspots), one can better guide the user’s attention
to meaningful objects and events, without the need to rely on the user to always know
what to focus on. While Argyriou et al. [1] argued that the Ul should be subtle and non-
intrusive, in some cases, more disruptive elements could be utilized if it is important to
direct the user’s attention towards certain elements which she might not otherwise no-
tice. This would be the case in scenarios with a more focused narrative, such as the
aforementioned maintenance procedures.

Figure 4. Situations where embedded content is needed. A: A technician operating
a large control panel. B: A technician adjusting a small part of a crane, blocking the
view with his hands.

3.4  Ensure the Visibility and Clarity of Interactive Objects and Pathways

When interactive hotspots are added to the scene, it should be clear to the user which
objects these hotspots are referring to. Whether a hotspot can be overlaid directly on
the object depends on a multitude of characteristics, such as the overall clarity of the
scene as well as the density of interactive and important objects. In some cases, hotspots
can occlude the object they are referring to, or otherwise make the scene difficult to
make sense of. In our industrial applications, we noticed that placing hotspots right on
top of certain objects made the application more difficult to use, as the users were not
aware of which object was under the interactional element. This primarily applied to
scenes that contained many fine details, for example, a control panel with a large num-
ber of buttons, switches, and screens. Another example is our city tour application: in
Figure 5A, the information hotspot on the right seemed confusing to users, as it was



blocking the view forward and it was not clear what it was referring to. In another
application, we successfully used transparent hotspots to more clearly highlight im-
portant objects without occluding them (Figure 5B).

With regards to navigation, the user should be able to understand where a navigation
hotspot will take them. For example, in a scene where a large skylift was shown, and a
path to the other side of the skylift was offered, it turned out to be confusing as we
placed the hotspot on the skylift itself as if traveling “through” it (Figure 5C). Instead,
the hotspot could be visualized to suggest that the user is going around the vehicle.
Also, the pathway to the following scene should not be completely covered by the in-
teractional elements. As found by Kallioniemi et al. [7], obscuring the visibility of such
routes makes the navigation tasks in 360 degree environments more difficult.

Figure 5. Interactive objects embedded in omni-directional videos. A: The hotspot
on the right is blocking the view forward, and it is unclear what the hotspot is refer-
ring to. B: An example of a clear, transparent hotspot, containing more information of

a painting. C: Examples of unclear navigation hotspots.

3.5  Visualize Transitions When They Are Not Obvious

Moving between several omnidirectional videos may quickly make the user lose
sense of where they came from and where their current location is relative to other
videos they have moved through. Maintaining navigational awareness is especially im-
portant for applications that aim to familiarize users with a remote location before mov-
ing on-site.

To support navigational awareness in our campus tour project, we included fast-for-
warded non-interactive omnidirectional videos between transitions. These were useful
when, e.g., transitioning from one building to another, to visualize which door and path
to take to get to the next building. However, if the start point of the transition is visible
from the end point, it is not necessary to display a transitional video, but simple fade-
in technique is enough.

On a related note, the user should be correctly oriented after each transition. For
instance, when transitioning to the next room through a door, the user should be ori-
ented with their back against the door they came through. While this may seem obvious,
it is worthwhile to note that in order to achieve this, the relative orientation between



each link must be set. Therefore, if three paths lead to the same video, the orientation
for each path is different.

3.6  Plan the Complete Pathways Ahead of Time

The complete pathways and transitions between videos should be planned ahead of
time, by e.g., writing a script with the full experience in mind. This becomes especially
important with more complex applications. For example, in one of our industrial appli-
cations, users could move around an industrial hall both indoors and outdoors, and e.g.,
travel high above the ground riding a skylift (Figure 5C). Therefore, the application
consisted of both looping and non-looping videos. Looping videos were those where
users could spend as much time as they want, until they chose to move to a different
scene through a hotspot. When users chose to ride up on the skylift, a non-looping crane
video would start, at the end of which the users would automatically transition to a new
looping video on top of the crane, which would play until the user chooses to take the
pathway back down. Therefore, to seamlessly integrate transitions as well as static and
moving videos, the full path needs to be carefully planned.

4 Conclusion

Interactive omnidirectional videos (iODVs) can offer a wide variety of useful, excit-
ing, and entertaining experiences. As a relatively new platform, however, iODVs seem
to lack basic guidelines to guide practitioners.

Our guidelines for interactive omnidirectional video application, are summarized as
follows: 1) Avoid objects very close to the camera, as they obstruct large segments of
the surroundings, and may be disturbing to the user. 2) Choose a viewpoint that supports
the context and use case of the application. 3) Present details with embedded content,
as omnidirectional videos alone cannot always present fine details clearly. 4) Ensure
the visibility and clarity of interactive objects and pathways. Using different visual
cues, make sure that the link between a hotspot and the related object is clear. In the
case of navigational hotspots, communicate clearly where the hotspots will take the
user. 5) Visualize transitions when they are not obvious. Navigational awareness is im-
portant, especially if the iODV application aims to familiarize users with the depicted
location. An especially useful trick is to include fast-forwarded omnidirectional videos
between transitions, to e.g. visualize a transition from one building to another. 6) Plan
the complete pathways ahead of time. This is especially important when combining
free-roaming multi-path videos with static videos — ensuring smooth transitions and
avoiding “dead-ends” requires prior planning.

We based our guidelines on numerous projects we have worked on over the recent
years. We focused especially on applications that offer interactivity through embedded
content, and allow transitioning between multiple videos. With our work, we hope to
guide those working with omnidirectional videos, especially when designing interac-
tivity and navigation within such systems.
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