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Abstract. In recent years, the concept of Internet-of-Things (IoT) has attracted sig-

nificant interests. Required by the applications, the IoT power optimization has be-

come the key concern, which relies on innovations from all levels of device, circuits, 

and architectures. Meanwhile, the energy efficiency of existing IoT implementa-

tions based on the CMOS technology is fundamentally limited by the device physics 

and also the circuits and systems built on it. This chapter focuses on a different 

dimension, exploring how emerging beyond-CMOS devices, such as tunnel field 

effect transistor (TFET) and negative capacitance FET (NCFET), and the circuits 

and architectures built upon them, could extend the low-power design space to en-

able IoT applications with beyond-CMOS features. 

Keywords: Internet-of-things, emerging devices, tunnel FET, negative capacitance 

FET, energy harvesting, nonvolatile memory, nonvolatile computing 

1 Introduction 

Improved sensing, signal processing, and communication has significantly changed 

the connection between humans and the world with the rise of intelligent devices 

being developed for the Internet-of-things (IoT) [1]. As designers seek to make 

these IoT systems smarter and more ubiquitous, high energy-efficiency has been the 

key to enhance both connectivity and IoT signal processing functionality. Cross-

layer efforts in improving solid-state devices, and the circuits and systems built 

upon them, are the key to achieve the high energy efficiency demanded by an ex-

panding future of IoT tasks. 
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Concurrently, the needs for portability and mobility, common in IoT applications, 

have driven devices toward battery and/or ambient energy harvesting power solu-

tions [2]. In the past few decades, the power consumption of integrated circuits has 

been lowered significantly through the scaling of the CMOS technology together 

with signal processing techniques. Such achievement has made more and more IoT 

applications feasible while being powered with a modest battery capacity or ambi-

ent energy harvester (e.g. a solar cell). However, further power reduction has be-

come more and more challenging for conventional CMOS technology (including 

FinFET innovations) and the computation and communication methodologies built 

upon it. The conventional means of power reduction alongside CMOS scaling of 

using a lower supply voltage to reduce the dynamic power consumption while sim-

ultaneously reducing threshold voltages to provide sufficient computing speed 

causes exponentially increasing leakage power, which can now approach magni-

tudes similar to dynamic power. This fundamentally limits the expansion of func-

tionality via CMOS scaling alone, especially when IoT devices are powered by bat-

teries or harvested energy. 

 

Battery-less IoT systems face further challenges in obtaining sufficient energy from 

the low and intermittent power source in the ambient environment [3]. Existing en-

ergy-harvesting circuits may encounter a low-input voltage that leads to a low 

power-conversion efficiency. Low harvested power not only limits the average 

amount of tasks being performed, but also increases the response latency, which is 

a key factor of quality-of-service (QoS). Meanwhile, distinct from conventional 

computing systems with a stable supply, the intermittency of harvested power also 

requires additional backup and restore operations, which consumes extra energy and 

time and carries the risk of losing computation progress if a backup operation is not 

carried out in time. 

 

While these fundamental challenges have become a barrier when using CMOS tech-

nology, the advent of emerging technologies have brought new opportunities. These 

emerging technologies include emerging transistor devices, circuits, and architec-

tures. The new opportunities can be seen, broadly, as advances in two key direc-

tions. Firstly, the Boolean switching behavior of some emerging transistors can re-

place the existing CMOS transistors in conventional computing approaches with 

substantially improved prospects for power scaling and low-voltage operation [4]. 

Secondly, certain emerging devices inherently support nonvolatile data storage and 

computing, enabling low-energy memory access and backup/restore operations. 

 

There have been quite a few promising beyond-CMOS emerging devices, such as 

single-electron devices [5], spin-transfer-torque devices [6], the tunnel field effect 

transistor (TFET) [7], negative capacitance FET (NCFET, aka ferroelectric FET or 

FeFET) [8]. This chapter introduces two types of them, including TFET and 

NCFET. As promising beyond-CMOS candidates, these devices could work at a 

lower supply voltage to enable further power reduction in Boolean computation 
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(without higher static leakage than CMOS). Meanwhile, the substantially novel fea-

tures that they exhibit could also be captured to enable new computing architectures 

supporting nonvolatile data storage and computing. 

 

The remainder of this chapter proceeds as follows. Section 2 investigates the chal-

lenges in designing energy-efficient IoT systems. Section 3 introduces the three 

types of emerging technologies, with more emphasis on their electrical characteris-

tics. Section 4 describes how to make use of these emerging devices to design more 

energy-efficient IoT systems beyond those in CMOS. Section 5 discusses future 

research directions and Section 6 discusses key conclusions.   

2 IoT Systems and Efficiency Bottlenecks 

This section presents a model of a general IoT system, describes the functionality 

of each block, and analyzes the bottlenecks in each block considering existing opti-

mization efforts. 

 

2.1    A General IoT System 
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Fig. 1.  A general battery-less IoT system powered by ambient-energy harvesting [9] 

 

While there has been a relatively long history of using solar cells to power devices, 

recently published battery-less IoT system designs have been demonstrated with an 

increasingly wide range of power sources. Devices powered by harvested radio-

frequency (RF) energy have been shown to be successful for applications including 

a glucose level sensor on a contact lens, a highway RFID pass, bio-signal sensors 

on animals or insects, etc. [2]. Their system functionality varies from a simpler sig-

nal recorder to a more complex in situ signal processor, such as one with EEG signal 

processing, and wireless transmission. The system feature size, operating range, 
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performed tasks, circuit design and architecture implementation, should be opti-

mized based on the amount of obtainable energy and other quality-of-service (QoS) 

requirements in the applications. 

 

The system structure varies with the specific application requirements. A general 

battery-less IoT system could be built as shown in Fig. 1 using ambient-energy-

harvesting techniques [2][9]. While some blocks, such as sensors and interface, 

memory storage, and a digital signal processor and accelerators, can be similar to 

conventional designs with a stable power supply, there are extra and significantly 

different blocks when the system is battery-less and powered by ambient energy-

harvesting techniques.  

 

In addition to the external power sources, the energy-harvesting IoT system consists 

of two major blocks: the block of energy harvesting and management, and the block 

of signal processing and data transceiving. The energy harvester differs with the 

ambient energy source, and a wake-up receiver may be used in scenarios when an 

external triggering signal is used to switch the system between different power or 

operation modes. A temporary energy storage medium in the form of a capacitor is 

usually used to smooth the supply glitch and cover a temporary power income loss. 

As will be further discussed later, the power supply and management module, and 

the digital signal processing architecture for an energy-harvesting IoT system can 

be significantly different from conventional designs with a stable power supply. In 

fact, the overall system performance greatly relies on how these different blocks are 

built. The next sub-section (Section 2.2) will discuss more details of each block. 

 

2.2    Bottlenecks and Existing Efforts 

 

Energy sources and energy harvesting techniques. Solar, RF, piezoelectric and 

thermal gradients have been widely used ambient energy sources [23]. When the 

energy source does not directly provide the required DC voltage output, voltage 

converters and regulators are needed. For example, a rectifier is required to convert 

AC signals from an RF signal antenna and piezoelectric films. DC-DC converters 

can be used to convert the DC supply voltage to be higher or lower. Despite of the 

differences between these ambient power sources, there are three major challenges 

in energy harvesting and storage. The first challenge is the relatively low and vary-

ing energy density, intermittency, dependency of the efficiency on the load condi-

tion, and the unpredictability of these factors. Therefore, circuit optimizations such 

as tracking and adaptive operations [10] are usually required to mitigate these ef-

fects which significantly increases the design complexity. The second challenge is 

the low power-conversion efficiency (PCE) because of the weak power from the 

ambient environment. Such a weak power results in low-voltage operation and thus 

a high resistive energy loss with conventional CMOS technology [11][12]. The third 

challenge is the leakage of the energy storage capacitors, which makes the approach 

of “short-time-computing, long-time-harvesting” less applicable in ultra-low input 

power scenarios. 
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Sensing, interface, and communication. While this can be similar to IoT systems 

with a stable supply, the increasing amount of data being transferred by the IoT 

devices, the relatively much lower energy budget, and the unpredictable power out-

ages make the interface challenging. There is not yet a mature protocol to deal with 

frequent supply failures in IoT. Some techniques, such as passive communications 

(e.g. backscatter in [0]), are useful to reduce the power, but limited in the operation 

range, speed, and overall energy-efficiency when considering the power transmitter.  

 

Digital signal processing. There are two main challenges in the design of digital 

signal processors. The first challenge, as introduced in Section I, is that the slowing 

down of voltage scaling has become challenging because of increased leakage 

power. The question of how to build reliable and energy-efficient digital processing 

circuits under a lower voltage has become a hot topic in device, circuit, and archi-

tecture research. The second challenge, which is a result caused by intermittent sup-

ply failure, is that the frequent backup-restore operations consume significant 

amounts of energy, limiting the overall forward computing progress. There has been 

some initial research on the optimization of nonvolatile processors (NVPs) recently, 

as will be discussed later, showing great potential to mitigate the impact of power 

intermittency [13-15]. Nevertheless, the study of signal processing algorithms, com-

puting architectures for IoT systems is still insufficient for digital signal processing 

under an intermittent power supply. 

 

Data storage. For IoT systems, especially in sensing applications, memory ele-

ments are needed to store data before they are processed and transferred. Future IoT 

data storage will be using more memory as the task complexity increases. While the 

required data storage volume varies with the application, the major challenge in data 

storage for energy-harvesting IoT systems is the energy efficiency in read and write 

access due to a low energy budget. This challenge is particularly critical for on-chip 

nonvolatile memory (NVM) designs, as recent research has revealed the advantage 

of integrated on-chip NVM to reduce access energy and delay [13-15][17][18]. It is 

likely that the co-design of data storage and signal processing architecture will be 

critical for overall energy efficiency, especially for some applications where 

memory access is the bottleneck due to frequent backup and restore operations [19]. 

 

Other issues. Other challenges, such as security and privacy [20], reliability, yield, 

etc., which are not covered by this chapter, will also be critical in future IoT systems. 

3    Emerging Beyond-CMOS Devices 

In this section, TFET and NCFET, as emerging beyond-CMOS devices, will be 

introduced and compared with conventional CMOS. At the device level, there are a 

few widely-used performance metrics to evaluate a device: 
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ON-state current (ION): drain current when the transistor is in the ON state. ION is 

usually measured with both the gate-source voltage (VGS) and the drain-source 

voltage (VDS) set to be equal to the supply voltage. A higher ION is equivalent to 

smaller on-state resistance, and is thus preferred for higher speed. 

 

OFF-state current (IOFF): drain current when the transistor is in the OFF state. IOFF 

is usually measured with VGS equal to zero and VDS equal to the supply voltage. A 

lower IOFF indicates larger off-state resistance, and is preferred for lower leakage 

current.  

 

Subthreshold swing (SS): the required voltage change at the transistor gate to change 

the drain-source current by a decade in the subthreshold region. In conventional 

CMOS FETs, SS is limited by the thermionic emission of carriers, and is higher 

than 60mV/decade at the room temperature. A transistor with a smaller SS, could 

be operating at a lower supply voltage, while providing the same ION and IOFF. This 

capability reduces overall power consumption by reducing the dynamic power (as 

the voltage is lower). A smaller SS in analog and RF circuits is also preferred, be-

cause it also leads to higher gmID for higher gain and current efficiency: 

 

                                            (1) 

 

Steep-slope devices: in this chapter, it is used to represent devices with SS lower 

than 60mV/decade of conventional CMOS FETs at the room temperature. 

 

3.1    TFET 

 

TFET is essentially a gated p-i-n diode with reverse biasing and asymmetric doping 

[7]. There have been many types of reported TFET devices [7]. The double gate 

GaSb-InAs heterojunction TFET (HTFET) device has shown good balance between 

a steep slope and high ION, as shown in Fig. 2(a) [11]. When the gate bias voltage is 

low, the drain source current is small. This is because the wide energy barrier sup-

presses the probability of band-to-band tunneling (BTBT), as shown in Fig. 2(b). 

When the gate voltage is increased, the tunneling barrier is narrowed. As a result, 

the quantum-mechanical BTBT phenomenon creates an abrupt transition between 

the ON and OFF states as shown in Fig. 2(c), achieving a low SS at the room tem-

perature as shown in Fig. 2(d). 

 

In addition to the steep-slope switching characteristic, HTFET also exhibits some 

unique features shown in Fig. 2(e-f) [2][11][12][21]. The first feature is the uni-

directional tunneling that makes TFET conducting current almost drain-to-source 

only in a moderate voltage range. This originates from the asymmetric structure in 

HTFET. The second feature is the negative differential resistance (NDR), which 

appears in the negative VDS range. The third feature is about the device capacitance. 
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HTFET has less capacitance than Si FinFET in the low voltage region, and more 

capacitance in the high voltage region. Table I summarizes some recent TFET ex-

perimental results. Device models for TFET are available for circuit SPICE simu-

lations [11][12][22-25]. 
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Fig. 2.  HTFET: (a) Structure of an N-type HTFET; (b-c) Energy diagrams; (d, e) IDS-VGS 

comparison; (f) Capacitance [2][11][12][21] 

 

3.2    NCFET 

 

A negative differential capacitor was predicted in 2008 to be stacked at the gate 

insulator in a MOSFET. By doing this, a small voltage change at the gate could 

create a larger change in the insulator surface potential, leading to a steeper switch-

ing behavior in the IDS versus VGS curves of the transistor [26]. Fig. 3(a-b) shows the 

conceptual device structure and the equivalent gate capacitance network. Recently, 

there have been advances in both fundamental and experimental results [27-33]. 

Table I shows some recent NCFET results. Due to the challenge of integrating the 

ferroelectric layer, some early devices were shown with an external ferroelectric 

capacitor. Recent reported devices are capable of integrating the ferroelectric ca-

pacitor around a fin-structure gate. 

 

Many ferroelectric materials, including PbTiO, BaTiO, Pb(ZrTi)O, HfZrO, etc., 

could exhibit negative capacitance [30]. The matching of the ferroelectric negative 

capacitance and the internal MOSFET gate capacitance is the key towards the per-

formance of an NCFET. Thus, a proper capacitance tuning through ferroelectric 

material layer thickness and area is critical to the success of an NCFET process [30]. 

Fig. 4 shows how the ferroelectric layer thickness affects the switching slope and 
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hysteresis [18][36]. As the ferroelectric layer thickness increases, SS reduces, and a 

hysteresis window gradually appears and then finally covers both positive and neg-

ative VGS range. These characteristics of hysteresis, a steep slope, and their depend-

ence on the ferroelectric material, have been explored in digital logic and memory 

circuit design [18][34][35].  
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Fig. 3.  NCFET: (a) Device structure; (b) Capacitance model [18] 
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Fig. 4. NCFET simulated switching behavior versus ferroelectric layer thickness [18][34][36] 
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4     New Opportunities Enabled by Emerging Devices, Circuits, 

and Architectures 

This section shows how the IoT system bottlenecks could be mitigated by the op-

portunities enabled by these emerging devices. 

 

4.1    Energy Harvesters and Sensors with Higher Efficiency 

 

It is intuitive that, by increasing harvested energy from the same ambient 

environment, the number of performed tasks and functionalities could be increased 

in an energy-harvesting IoT system. Existing research results have shown that, by 

making use of the steep switching characteristics, energy harvesters based on these 

emerging devices could operate better than CMOS transistors in the low-voltage 

scenarios. Fig. 5(a) is a conventional cross-coupled RF rectifier. Fig. 5(b) is a 

conventional DC-DC charge pump. Fig. 5(c) is an enhanced TFET DC-DC charge 

pump topology [11][12]. The power conversion efficiency (PCE) comparisons in 

Fig. 6 shows how III-V heterojunction TFET (HTFET) based designs outperform 

those based on the Si FinFET technology.  

 

There are a few factors that lead to the improvement of power conversion efficiency 

when using HTFETs. The first factor is lower resistive power loss. When the input 

voltage is low, the resistive power loss limits the overall power conversion effi-

ciency, and the designs in HTFET have less resistive power loss, leading to signif-

icant benefits. The second factor is lower capacitive power loss during charge re-

distribution when the input voltage is low. A combination of these two factors leads 

to a better transistor sizing strategy for the trade-off between the resistive power 

loss and switching capacitive loss. The third factor is the uni-directional tunneling 

conduction which leads to lower reverse power loss in a form of leakage current 

from the output to the input.  
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Fig. 5. Rectifier and DC-DC charge pumps: (a) Rectifier; (b) Conventional DC-DC charge 

pump; (c) Enhanced DC-DC charge pump in III-V HTFET [11][12] 

 

The uni-directional tunneling feature of HTFETs also enables a new circuit topol-

ogy towards even higher efficiency. For example, in the enhanced HTFET DC-DC 

converter in Fig. 5, the gate control of the output p-type transistor is now controlled 
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directly by the input clock signal, which enables doubled gate driving voltage and 

less resistive power loss.  

 

By providing higher power conversion efficiency, HTFET significantly extends the 

IoT operating applications to lower energy-income scenarios. It is also noted that, 

from another aspect, an energy harvester itself could be treated as a sensor that 

senses the input power level. A higher PCE provided by HTFET also improves the 

sensing sensitivity, such as motion or vibration sensors and radiation sensors. Sim-

ilar rectifier and DC-DC charge pump designs based on NCFET and PhaseFET, 

although there is no result reported, a higher PCE will not be a surprise.  

 

 
Fig. 6.  PCE of rectifier in (a) and DC-DC charge pump in (b) [11][12] 

 

4.2    Analog Processing and Communication 

 

For analog processing and transceiver designs, the lowest achievable power con-

sumption is determined by the trade-off between various specifications, including 

gain, speed and bandwidth, linearity and spectral performance (such as spurious-

free dynamic range or SFDR, signal-to-noise+distortion ratio or SNDR, input-re-

ferred noise), etc. Fig. 7 shows the evaluation results of TFET based designs, in-

cluding A/D converter, sense amplifier and D/A converter.  

 

Fig. 7(a) evaluates a 6-bit 10-MS/s successive-approximate-register (SAR) A/D 

converter, and Fig. 7(b) shows how HTFET is capable of lowering the energy be-

yond the limit of CMOS [24]. Such a gain stems from higher current efficiency for 

both digital logic (lower dynamic power) and the comparator (higher gm/ID). Fig. 

7(c-d) shows the performance evaluation of a low-noise bio-signal sense amplifier 

(LNA) [22]. Here HTFET based design also has a higher gain because of higher 

gm/ID. A higher gain also leads to the input referred noise reduction as by definition, 

the input referred noise is the output noise divided by the gain of the amplifier. Fig. 

7(d-e) shows the performance evaluation of a current-steering D/A converter [25]. 
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HTFET shows a higher SFDR because of less transistor capacitance at the low volt-

age region, which leads to less coupled switching glitches and higher output imped-

ance. 
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Fig. 7.  Comparisons between HTFET and Si FinFET circuits: (a-b) a 6-bit SAR A/D con-

verter and performance; (c-d) bio-signal sensing OTA gain and input referred noise versus 

frequency; (e-f) Current-steering D/A converter and its SFDR [22][24][25] 

 

TFET based typical RF circuit designs were reviewed in [41], including RF LNA, 

mixer, frequency doubler, oscillators, etc. Substantial benefits are observed using 

HTFET in low-voltage high-frequency circuits, with higher preferred nonlinearity 

for mixers, and higher transconductance and gain at low power and low current 

levels. 

 

Considering that the above designs are widely used as a front-end and back-end 

block in IoT systems, as shown in Fig. 1, significant power saving could be achieved 

by adopting HTFET. 

 

4.3    Energy-Efficient Volatile Digital Logic  

 

There have been evaluations between TFET and conventional CMOS technologies 

on digital circuits, including combinational gates and adders, sequential gates like 

D flip-flops, and SRAM. TFET based designs are shown to outperform conven-

tional CMOS in energy-delay especially with a low supply voltage, as shown in Fig. 

8 [38][39]. It is also noted that, when using TFET for pass-transistor logic, the de-

vice feature of uni-directional tunneling conduction affects the functionality and is 

handled with by either adding another parallel pass transistor for the other opposite 

direction conduction, or re-designing the circuit topology.  
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Fig. 9. NCFET evaluation [34][35]: (a) Energy-delay for a Koggy-Stone adder; (b) Inverter 
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input-output transfer function (NCFET has 27nm ferroelectric layer thickness) showing im-

proved input noise margin with NCFET hysteresis; (d) NCFET SRAM with enhanced noise 

margin with NCFET hysteresis. 

 

As the technology scales down to smaller dimensions, the parasitics and contact 

non-idealities play a more important role. Recently, an evaluation work considering 

parasitics indicates that, similar performance advantage by HTFET is still observed 

even with higher contact resistance due to a vertical structure [40]. Another work 

on processor design and evaluation shows that, with less energy per instruction 

(EPI), TFET based designs extends the design space when considering the thermal 

limit and the degree of parallelism, leading to higher performance [41]. 
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Similarly, for NCFET, lower energy-delay has been observed for digital logic in 

low-voltage scenarios when operating with a moderate-to-high capacitive wire load, 

as shown in Fig. 9(a) [35]. The hysteresis in the positive VGS region as shown in 

Fig. 5(c) could significantly improve the input noise margin by an amount of the 

hysteresis window width [34]. The theory of this could be understood as follows. 

Considering an NCFET inverter with n-type NCFET transistor and p-type conven-

tional transistor, the n-type NCFET transistor will not turn on until the input voltage 

increases beyond the rising hysteresis edge, nor will it turn off until the input signal 

reduces beyond the falling hysteresis edge. This is illustrated in Fig. 9(c). The im-

proved input noise margin of NCFET logic could also be used to build SRAM cells 

with enhanced noise margin, as shown in Fig. 9(d) [34].  
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Fig. 10.  NCFET circuits [18][34]. (a) Two-transistor (2T) nonvolatile memory array; (b) 

Nonvolatile NCFET D flip-flop. 

 

4.4    Energy-Efficient Nonvolatile Logic and Memory Circuits 

 

For IoT energy-harvesting applications where the power supply is intermittent, it is 

critical to sustain inter-process data during power outages. Therefore, on-chip non-

volatile memory (NVM) becomes intriguing because of its non-volatility to avoid 

refreshing and its immunity to power failures. The possibility of on-chip memory 

access instead of out-of-chip access also reduces the energy consumption. Mean-

while, power-gating is very useful to further reduce the static leakage power of idle 

digital circuits, and NVM could be used to store the state of these idle circuits while 

turning off their power supply.  

 

Furthermore, with on-chip NVM and associated sensing and control, a nonvolatile 

processor (NVP) could be built to back up the processor states and data, including 

memory, D flip-flops (DFF), registers, etc., into this NVM during power failures 

[42][49-56]. Such on-chip data backup and restore operations reduce the risk of 

losing computation progress.  When compared with out-of-chip nonvolatile backup 
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options, this on-chip backup solution has lower power, energy and interface over-

head. Such an advantage enables more computational progress in power-supply-

intermittent scenarios [13], as illustrated in Fig. 11.  
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Fig. 11.  Comparisons of computation progress between volatile processor with off-chip 

NVM and nonvolatile processor with on-chip NVM. 

 

With the tunable hysteresis in NCFETs, energy-efficient nonvolatile memory could 

be built. Fig. 10(a) shows an NCFET NVM design based on an NCFET hysteresis 

tuned around VGS=0V (see Fig. 3(d)) [18]. It is reported that this NCFET NVM 

exhibits improved access energy-delay. Different from existing nonvolatile memory 

devices such as ReRAM and STT-RAM, the NCFET itself is also a transistor. This 

provides opportunities of logic-in-memory process. 

 

Attaching an NCFET nonvolatile bit storage to a conventional volatile DFF, a non-

volatile DFF with external backup and reset controls could also be built, as illus-

trated in Fig. 10(c) [34]. With a local nonvolatile memory cell, the backup and re-

store energy becomes lower than that of the clustered nonvolatile memory backup 

solution in which long-distance data transmission is time and energy consuming. 

 

More aggressively, by exploring the embedded logic and non-volatility in NCFET, 

an external-control-free intrinsically nonvolatile DFF is possible. Such an intrinsi-

cally NV-DFF could be built by replacing the slave latch of a conventional volatile 

CMOS master-slave DFF with one NCFET nonvolatile latch shown in Fig. 12. 

Making the NV-DFF intrinsically nonvolatile enables the removal of external con-

trols, and makes fine-grained backup/restore operations in NVP and power-gating 

applications possible with more energy savings. 

 

With the synergy of the low-voltage NCFET logic [35], NCFET nonvolatile 

memory array [18], and the NCFET NV-DFF, an energy-efficient NVP is designed, 

as shown in Fig. 13(b), in comparison with a conventional NVP in Fig. 13(a). As 

both logic and memory are intrinsically nonvolatile, there is no need for backup and 
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restore controls for the NCFET storage. The baseline design uses conventional 

CMOS transistors for logic, a clustered FeRAM array as data and instruction 

memory, and NV-DFF using ferroelectric capacitor for state backup under external 

control [58]. 
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Fig. 12.  NCFET nonvolatile latches (NCFET transistors are drawn with thick gates). 

 

Giving the harvested RF power from TV stations, as shown in the power profile 

sampled per 0.2S in Fig. 14, the average input power is 8.7 µW, with the peak up to 

~45 µW and frequent power failures with power lower than nW. The simulations 

are carried out in various test cases in MiBench [57]. Fig. 15 shows the simulation 
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results for these testbenches. Fig. 16 shows the comparison of computation progress 

versus time. The computation progress gain ranges between 1.5x to 2.8x, which 

confirms the benefit of using NCFET for NVP design.  

 

When only TFET is used to replace CMOS in NVP design, improvement of com-

putation progress is also observed, as shown in Fig. 17 [59]. The improvement 

comes from the energy savings by low-power digital logic and less number of 

backup/restore operations. 
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Fig. 13  NVP design using NCFET logic and memory 

 

 
Fig. 14 Input power profile in the test 
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Fig. 15 Computation progress gain for various test benches 

 

 
Fig. 16 Comparison between NCFET NVP and the baseline NVP of computation progress 

versus time (Tesebench: basic math). 
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Fig. 17  TFET NVP with more forward progress for various tasks (source: [59]). 
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4.5    Nonvolatile Computing Architectures 

 

In this new NVP design regime, most existing guidance of low-power design tech-

niques are still useful, but there has also been significant difference in the design 

and optimization methodology. 

 

The first different rule is that “design for low power does not guarantee more com-

puting progress” [13]. This is because, in a battery-less energy-harvesting IoT sys-

tem, there is no ideal temporary energy storage, and the harvested energy will be 

wasted in the form of overflowing or leaking if it is not used efficiently in time. In 

other words, the computing forward progress (CFP) indicated by the number of ex-

ecuted instructions (NI) could be expressed as a function of computation energy 

(CE) and energy-per-instruction (EPI): 

 

CFP = CE / EPI,                                                  (2) 

 

where CE is a fraction of the total harvested energy, considering the energy loss 

from backup/restore operations, leakage and overflow in the energy storage capac-

itor, and leakage in the circuits. 

 

And the fact is that the lowest EPI does not guarantee the highest CE because of the 

abovementioned energy harvesting and storage non-idealities. For example, an out-

of-order processor may contribute to more forward progress than a non-pipelined 

processor in scenarios when the harvested power is higher. As a result, the power 

of the processor should adapt to the harvester and energy storage status to find the 

best trade-off between the lowest EPI and the most CE.  

 

There are various approaches to configuring the processor so as to fit the input 

power trace. One approach is to dynamically switch between different processing 

cores which are all embedded on the same chip based on level of harvested power 

and the store energy [51]. The second approach is to dynamically scale the operating 

frequency and voltage (DVFS) accordingly [55][56]. The third approach is to dy-

namically re-allocate computing and storage resources for the processor which turns 

out to be a different degree of parallelism [56]. 

 

In addition to the trade-off between CE and EPI, there are other optimizations that 

have significant impact on the overall forward progress.  

 

The first consideration is “what” and “when” to back up the computing states. There 

are various reasons that make this consideration important. First of all, less amount 

of backup states needs less backup energy but needs more energy to recover and re-

compute; Secondly, a backup operation which is carried out too early may be a 

complete waste of energy and time as it may not be necessary at all, while a too-late 

backup may lead to backup failure and progress rolling-backup. Also, there can be 
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a risk to take, on how much energy that could be harvested in the future – which 

could also be counted into a certain amount of usable energy. 

 

The second consideration is how to understand the feature of the harvested energy, 

and how to predict its trend. An accurate prediction of the input power will certainly 

help system configuration for more forward progress. For some energy sources such 

as ambient RF energy, the harvested power varies radically and is challenging to 

predict. Meanwhile, for some other energy sources, such as motion and solar energy 

sources, the harvested power has a certain pattern and could be predicted. Machine 

learning techniques have been proposed to predict the future energy to assist dy-

namic system configuration for more forward progress [51][56]. 

 

The third consideration is on-chip NVM optimization. There are a few key factors 

that must be considered. One factor is what types of on-chip memory to use for 

backup operations. Different NVM devices, such as ReRAM, FeRAM, STT-RAM, 

and the emerging NCFET NVM, etc., have different energy-delay performance for 

read and write operations. Another factor is to use centered (aka clustered) or dis-

tributed memory. Distributed memory uses a local nearby NVM bit storage close to 

each DFF with a copy of access interface circuit. Clustered memory is implemented 

with arrays of memory and could be dense in area due to shared elements such as 

sense amplifiers but may consume more energy and delay in access due to longer 

interconnection lines and limited degree of access parallelism.  

5    Future Work for IoT Using Emerging Devices 

While emerging devices have shown great potential for future energy-efficient IoT 

applications, there is still a large gap between what has been experimentally demon-

strated and a complete system implementation and application mapping. Significant 

efforts from all the levels of device, circuits, system and applications are required 

to speed up the progress [60]. 

 

Device understanding, characterization, and integrated fabrication: Continu-

ous optimization of material and process is required for large-scale integration. It is 

a key to build accurate models of emerging devices that support more aspects of 

devices features, such as matching, noise, endurance, parasitics, etc., for circuit and 

higher level simulations; 

 

Circuit and architecture optimizations: It is unlikely for emerging device features 

to be used as a drop-in replacement for all conventional CMOS techniques. Innova-

tive circuit topology re-design and optimization are sometimes a must to obtain the 

desired circuit functionality and performance, which also brings additional trade-

offs to carry out. Circuit and architecture optimizations to make the most use of pros 

and mitigate cons of emerging devices are necessary [13-15][47]. Meanwhile, 
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device features deviating from conventional CMOS behavior may actually be very 

useful in some applications, highlighting the necessity of device-circuit-application 

co-design. 

 

Higher-level considerations: Quality-of-service (QoS) and task scheduling 

optimization, with support from software design are also an area of key interest 

[48][53][54]. Security, privacy, and communication protocols are core concerns in 

any IoT deployment. The study of the interaction of quality and security metrics 

with design and power efficiency optimizations requires further investigations from 

device to architecture to software ecosystem. 

 

The exploration of emerging devices, circuits, and architectures should be a joint 

effort. It is impossible to dig into all emerging devices for all different types of 

applications. Efforts spent for emerging device modeling and benchmarking may 

not be meaningful if the device finally turns out to be far from satisfactory. Moreo-

ver, research on modeling and higher-level design needs strong support from device 

developing groups and continuous interactions with them are crucial to ensure that 

each is aware of the newest findings and phenomena understandings in the other’s 

domain. 

6    Conclusion 

This chapter has discussed new opportunities in Internet-of-Things enabled by 

emerging devices, circuits and architectures through enhanced and new features to 

the implementations. The future work for IoT based on emerging technologies is 

also discussed. 
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