
HAL Id: hal-01593010
https://inria.hal.science/hal-01593010

Submitted on 25 Sep 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Pedestrian Detection and Tracking Using HOG and
Oriented-LBP Features

Yingdong Ma, Xiankai Chen, George Chen

To cite this version:
Yingdong Ma, Xiankai Chen, George Chen. Pedestrian Detection and Tracking Using HOG and
Oriented-LBP Features. 8th Network and Parallel Computing (NPC), Oct 2011, Changsha„ China.
pp.176-184, �10.1007/978-3-642-24403-2_15�. �hal-01593010�

https://inria.hal.science/hal-01593010
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Pedestrian Detection and Tracking using HOG and 
Oriented-LBP Features 

Yingdong Ma, Xiankai Chen, and George Chen 
 

Center for Digital Media Computing, 
Shenzhen Institutes of Advanced Technology, Shenzhen, China 

Abstract. During the last decade, various successful human detection methods 
have been developed. However, most of these methods are focused on finding 
powerful features or classifiers to obtain high detection rate. In this work we 
introduce a pedestrian detection and tracking system to extract and track human 
objectives using an on board monocular camera. The system is composed of 
three stages. A pedestrian detector, which is based on the non-overlap HOG 
feature and an Oriented LBP feature, is applied to find possible locations of 
humans. Then an object validation step verifies detection results and rejects 
false positives by using a temporal coherence condition. Finally, Kalman 
filtering is used to track detected pedestrians. For a 320×240 image, the 
implementation of the proposed system runs at about 14 frames/second, while 
maintaining an human detection rate similar to existing methods. 
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1   Introduction 

Pedestrian detection has attracted considerable attention from the computer vision 
community over the past few years. One of the important reasons is its wide variety of 
applications, such as video surveillance, robotics, and intelligent transportation 
systems. However, detecting humans in video streams is a difficult task because of the 
various appearances caused by different clothing, pose and illumination. Moving 
cameras and cluttered background make the problem even harder. 

Many human detection methods have been developed but most of these methods 
are focus on finding powerful features or classifiers to obtain high detection rate. For 
applications such as on-line human detection for robotics and automotive safety, both 
efficiency and accuracy are important issues that should be considered carefully. In 
this work, we study the issue of finding a feature set for human detection from 
onboard video streams. In particular it combines the non-overlap histograms of 
oriented gradient (HOG) appearance descriptor [1] and an oriented Local Binary 
Patterns (LBP) feature. Temporal coherence condition is employed to reject false 
positives from detection results and Kalman filtering is used to track detected 
pedestrians. The aim of the proposed system is to achieve accurate human detection, 
while maintains efficient for applications that require fast human detection and 
tracking. 



The paper is structured as follows. Section II briefly reviews some recent works in 
human detection in static and moving images. Section III describes the proposed 
features and Section IV provides a description of the object validation and object 
tracking system. The implementation and comparative results are presented in Section 
V. Finally, Section VI summarizes the results. 

2   Previous Work 

Within the last decade a number of pedestrian detection systems have been presented 
to tackle the problem of finding humans from a moving platform. In this section we 
briefly review some more recent works on pedestrian detection. Systematic overviews 
of related work in this area can be found in [2] and [3]. 

While some pedestrian detection approaches are based on key-point detectors [4] 
or use a parts-based approach [5, 6], most up-to-date human detection approaches 
make use of the sliding-window analysis scheme. The performance of a sliding-
window based method can be influenced by choosing various features and classifiers. 
Some widely used features extracted from the raw image data include Haar wavelet 
[7], HOG [1], edge orientation histogram (EOH) [8], edgelet [9], shapelet [10], region 
covariance [11], and LBP [12]. The most common classifiers, those employ statistical 
learning techniques to map from features to the likelihood of a pedestrian being 
present, usually either some variant of boosting algorithms [13, 14] or some types of 
support vector machines [15]. Researchers also explore different ways to combine 
various features to improve detection accuracy, such as the combination of gradient 
feature, edgelet, and Haar wavelets in [16] and the combined feature pool (Haar 
wavelets, EOH, edge density) in [13]. 

As an important visual feature, motion descriptors are widely used in video-based 
person detectors. Viola et al. [17] build a detector for static camera video surveillance 
by applying extended Haar wavelets over two consecutive frames of a video sequence 
to obtain motion and appearance information. In order to use motion for human 
detection from moving cameras, motion features derived from optic flow such as 
histograms of flow (HOF) are proposed by Dalal et al. [18]. These motion features are 
widely used in recent pedestrian detection systems [19, 20]. 

3   Feature Pool and Classifier 

The proposed system aims to extract and track human objectives from onboard video 
streams. Efficiency and accuracy are two important issues of the system performance.   
In the following we describe the employed features including our proposed oriented 
Local Binary Patterns (Oriented LBP) feature and the HOG feature. This section also 
describes the classifier which we deployed in the sliding-window based system. 



3.1   Feature Pool 

Feature extraction is the first step in most object detection and tracking applications. 
The performance of these applications often relies on the extracted features. As 
mentioned above, a wide range of features has been proposed for pedestrian detection. 
We tried different successful features and their combination to choose suitable 
features for our moving camera pedestrian detection system. In particular we evaluate 
HOG, HOF, region covariance, LBP, and the color co-occurrence histograms [19]. 
The HOG and a new LBP features are chose because of the following reasons. 

Firstly, the motion information is not included in the proposed system because the 
global motion caused by moving camera cannot be eliminated efficiently. The 
changing background also generates a large optical flow variance. Secondly, 
calculation of the region covariance feature and the color co-occurrence histograms 
(CH) is a time consuming task. For example, CH tracks the number of pairs of certain 
color pixels that occur at a specific distance. For a fixed distance interval and a 
quantized nc representative colors, there are nc(nc + 1)/2 possible unique, non-
ordered color pairs with corresponding bins in the CH. That is, in the case of nc =128, 
CH has 8128 dimensions [19]. 

 
HOG Histograms of oriented gradients, proposed by Dalal and Triggs [1], are one 

of the most successful features in pedestrian detection applications. HOG features 
encode high frequency gradient information. Each 64×128 detection window is 
divided into 8×8 pixel cells and each group of 2×2 cells constitute a block with a 
stride step of 8 pixels in both horizontal and vertical directions. Each cell consists of a 
9-bin histogram of oriented gradients, whereas each block contains a 36-D 
concatenated vector of all its cells and normalized to an L2 unit length. A detection 
window is represented by 7×15 blocks, giving a total of 3780-D feature vector per 
detection window. 

Although dense HOG features achieve good results in pedestrian detection, 
processing a 320×240 scale-space image still requires about 140ms on a personal 
computer with 3.0GHz CPU and 2GB memory. Hence, in our experiments we 
compute histograms with 9 bins on cells of 8×8 pixels. Block size is 2×2 cells with 
non-overlap (stride step 16 pixels). Each 64×128 detection window is represented by 
4×8 blocks, yielding a total of 1152-D feature vector per detection window. 
According to [1], large stride step might decrease system performance. However, in 
our experiments, combining with other complementary features can significantly 
improve the system performance (see Fig. 2). 

 
Oriented LBP As a discriminative local descriptor, LBP is originally introduced in 

[22] and shows great success in human detection applications [12]. LBP feature has 
several advantages such as it can filter out noisy background using the concept of 
uniform pattern [12] and it is computational efficiency. To calculate the LBP feature, 
the detection window is divided into blocks and computes a histogram over each block 
according to the intensity difference between a center pixel and its neighbors. The 
histograms of the LBP patterns from all blocks are then concatenated to describe the 



texture of the detection window. For a 64×128 detection window with 32 non-overlap 
16×16 blocks, its LBP feature has a 1888-D feature vector. 

The HOG feature can be seen as an oriented gradient based human shape descriptor, 
while LBP feature serves as a local texture descriptor. Recent researches have shown 
that combination of these two features can achieve very good results in pedestrian 
detection [21]. However, extraction of the HOG-LBP feature is computational 
expensive. Each 64×128 detection window has a 5668-D (3780+1888) feature vector .  

In this work we introduce a lower-dimensional variant of LBP, namely the oriented 
LBP. We define the arch of a pixel as all continuous “1” bits of its neighbors.  The 
orientation θ(x, y) and magnitude m(x, y) of a pixel is defined as its arch principle 
direction and the number of “1” bits in its arch, respectively (see Fig.1). The pixel 
orientation is evenly divided into k bins over 0oto 360o . Then, the orientation 
histograms Fi,k in each orientation bin k of cell Ci are obtained by summing all the 
pixel magnitudes whose orientations belong to bin k in Ci 

   Fi,k = ∑ m(x, y)(x.y)∈Ci
θ(x,y)ϵbink

       (1) 

In our implementation, k is 8 for LBP8,1, Ci has the size of 8×8 pixels. In this way, 
a 64×128 detection window  with 32 non-overlap 16×16 blocks has a 1024-D (4×8
×32) oriented LBP feature vector. Finally, we have a 2176-D (1152+1024) HOG-
Oriented LBP feature vector for each detection window. Fig. 1 illustrates the 
computation of Oriented LBP feature. 

          
Fig. 1. Computing pixel orientation and magnitude of Oriented LBP feature. In this 
example we use a threshold of 20.  

3.2   Classifier 

Most pedestrian detection systems choose either SVMs or Adaboost as classifiers. We 
evaluate these classifiers using various common features and find the linear SVMs 
has better detection rate than that of boosting algorithms (see Fig.2 (b)). Moreover, 
with the lower-dimensional feature vector of the HOG-Oriented LBP feature, the 
processing speed of the same video frame using linear SVMs is similar to Adaboost. 
Therefore, we choose linear SVMs as classifier in the proposed pedestrian detection 
system. 

Threshold 

Arch 



4   Pedestrian Tracking 

The output of the pedestrian detection step is a set of independent bounding boxes 
show possible locations of human objectives. Due to the cluttered background and 
limited number of positive/negative samples, the detection might have some false 
alarms. In order to recover from these problems, we employ a detection validation 
step before pedestrian tracking. 

4.1   Detection Validation 

Small objects with their height less than 40 pixels are discarded. After that, we 
compute a confidence measurement for each detected object based on its distance to 
the hyperplane of the SVM classifier. The distance between an example and the 
hyperplane can be calculated as follow: 

 d(xi) = sgn(ωx+b)
|ω| = sgn(∑ yjαjK(xj, xi + b)/|ω|i

j=1       (2) 

where K(xj, xi) is the kernel function. 
The confidence measure of a pedestrian detection is in direct proportion to its 

distance to the hyperplane. Therefore, the confidence measure of an example is 
computed as: 

   conf(xi) = ρexp (−1/|d(xi)|)                (3) 

where ρ is a normalizing factor. Objects with their confidence measure less than τ 
are discarded as false positives. In practice, we found that setting the threshold as 
τ ∈ [0.65, 0.75] can provide good results. 
 
In the next step, bounding boxes that do not satisfy the temporal coherence condition 
are removed. We define this condition as follow. When the first object is detected, a 
Kalman filter is initialized to start pretracking. The Kalman filter predicts its location 
in the next frame. A new detection in a consequent frame is assigned to this track if it 
coherently overlaps with the tracker prediction. In practice we set the overlap rate as 
0.7. Only candidates meeting this condition in three consecutive frames are 
considered as a stable pedestrian objective and are labeled as positive. 

4.2   Pedestrian tracking 

Once a candidate is validated as a pedestrian, pretracking stops and pedestrian 
tracking starts. In the object tracking step, each newly detected pedestrian with a 
positive mark is tracked by an individual Kalman filter. The detection validation and 
pedestrian tracking steps efficiently remove false positives from detection results. 



5   Experimental Results 

The proposed system is implemented on a personal computer with 3.0GHz CPU and 
2GB memory running the Windows XP operating system and OpenCV libraries. For 
320×240 pixel images, the implementation of the proposed system runs at about 13 
to 15 frames/second, depending on the number of pedestrians being tracked. 

We created several training and test video sequences containing thousands of 
positive (pedestrians) and negative (non-pedestrians) samples in different situations. 
The well-known INRIA person dataset is employed to evaluate the performance of 
the HOG-Oriented LBP feature. We also compare the detection results between the 
proposed system and several common pedestrian detection methods on both the 
INRIA dataset and the created video streams. 

5.1   Performance of Different Features with SVM Classifier 

First we implement the Dalal and Triggs algorithm using the same dataset and the 
same parameters suggested in their paper [1]. We compare its performance with other 
features, including non-overlap HOG, LBP, and HOG-LBP, using a linear SVMs 
classifier. As shown in Fig.2 (a), the HOG-LBP outperforms other features. However, 
the best performance of HOG-LBP is obtained by using a more complicated feature. 
As a result, the processing time of a 320×240 pixel video stream is about 7.7 frames 
per second (fps) using the HOG-LBP feature, whereas the cell-structured LBP feature 
has the fastest processing speed. The processing speed of various features on the same 
video stream using a linear SVMs classifier is shown in Table 1. 

In our experiment, the HOG feature has block spacing stride of 8 pixels and the 
value of non-overlap HOG feature is 16 pixels.  As Fig.2 (a) shows, overlapping 
blocks introduce redundant in the final descriptor vector but increase the performance. 
The miss rate decreases by 3% at 10−3FPPW when we change from HOG feature to 
non-overlap HOG feature. The advantage of non-overlap HOG is its high processing 
speed, about 40% faster than that of HOG feature. 

 
      (a)       (b) 

Fig.2. Performance comparison of different features (a) and different classifiers (b) 

 



Table 1.  Precessing speed of different features  

Features HOG Non-overlap 
HOG LBP HOG-

LBP 

Non-overlap 
HOG-Oriented 

LBP 
Precessing 
time (fps) 11.8 16.0 17.4 7.7 14.1 

 

5.2   Comparison of SVM and Adaboost Classifier 

SVM and Adaboost are the two most popular classifiers and are widely used in 
various pedestrian detection systems. We evaluate the performance of these classifiers 
using Haar wavelet, HOG, and LBP features on the INRIA dataset. 

As shown in Fig.2 (b), using HOG and LBP features with SVM classifier 
outperforms Adaboost classifier on the INRIA dataset. We observe that the 
performance of Haar wavelet feature is worse than HOG and LBP features, which 
reflects the fact that the intensity pattern of human face is simple than that of human 
body. Hence, Haar wavelet feature is more suitable for human face detection 
applications. 

By treating each bin of HOG feature as an individual feature, we implement HOG-
Adaboost pedestrian detection on the INRIA dataset in order to comparing its 
performance to HOG-SVM detector. The block size changes from 12×12 to 64×128. 
We observe performance decrease by about 9% at 10−3FPPW when we change from 
SVM detector to Adaboost detector. Moreover, processing time of the two classifiers 
is similar when using the HOG feature. This is caused by the reason that computing 
histograms of oriented gradient for a sub-window spends much more time than 
computing intensity difference, even with the help of cascade structure and the 
integral images. 

5.3   Detection results with HOG-Oriented LBP Feature 

As our main contribution is integrating the non-overlap HOG feature with the 
Oriented LBP feature to achieve efficient and accurate human detection, we compare 
the performance of our non-overlap HOG-Oriented LBP feature with the HOG-LBP 
feature on the INRIA dataset. As we can see from Fig.3, the HOG-LBP feature 
achieves detection rate about 91% at 10−3FPPW, better than the proposed non-
overlap HOG-Oriented LBP feature by about 3%.  However, the processing speed of 
our proposed feature is about 2 times faster than the HOG-LBP feature. 



 
Fig.3. Performance comparison between HOG-LBP and the proposed feature 

Fig.4 shows some pedestrian detection results of the augmented system on the 
INRIA dataset and our video sequences. Some examples with false positives are shown 
in the bottom row. As mentioned in section IV, using the detection validation method 
can efficiently remove most of these false alarms. 

   

   

   
Fig.4. Pedestrian detection examples using the proposed system; Top row: examples 
from INRIA dataset; Middle row: examples of video streams; Bottom row: examples 

with false alarms 



6   Conclusions 

We introduce a new pedestrian detection system in this work, which aims at extracting 
and tracking human objectives from video streams with high efficiency and accuracy. 
We demonstrate the proposed human detection algorithm that has similar detection rate 
of up-to-date methods with an up to 2 times speedup. This is achieved by integrating 
the non-overlap HOG feature with an Oriented LBP feature.  In this way, a lower 
dimensional and high discriminative feature vector is obtained for each detection 
window.  Detection validation based on temporal coherence condition is employed to 
reject possible false alarms. 
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