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Abstract. The paper presents the concept, implementatiot, saafeasibility
study of a user interface technigue, named VAVSoi€e-assisted visual
search”). VAVS employs user’s voice input for a8sgs the user in searching
for objects of interest in complex displays. Useice input is compared with
attributes of visually presented objects and, @r¢his a match, the matching
object is highlighted to help the user visually dt& the object. The paper
discusses differences between, on the one hand,Sva\d, on the other hand,
voice commands and multimodal input techniques. ideractive prototype
implementing the VAVS concept and employing a stadd/oice recognition
program is described. The paper reports an empgsiady, in which an object
location task was carried out with and without VAVEwas found that the
VAVS condition was associated with higher perforceand use satisfaction.
The paper concludes with a discussion of directfonfuture work.

Keywords: Voice recognition, visual search, multimodal inpuipice
command.

1 Introduction

Visual search is a crucial component of a wide eaofjinteractions between people
and digital technologies; it involves scanning thgpd information to detect the
presence of an object of interest, indentify itsakion, or explore object’s properties.
For instance, if the user wants to make sure tietast email message from a certain
customer has been actually answered, the user ozaythe list of messages in the
Inbox window and search for the last message frioendient, visually locate the
message line, and check whether the icon on thedetains a small arrow. Finding a
certain street on a digital map, looking up infotima about a flight on a
“Departures” monitor, and many other everyday imt&pns with electronic displays
are critically dependent on visual search. Vissedrch may or may not involve
carrying out an action with the object of interest.

In this paper we argue that for users of digitehtelogies visual search may be
associated with certain problems, and that theie rieed to provide the users with
more advanced technological support for visualdeaNe introduce a user interface



technique, named VAVS (voice-assisted visual sgawehich aims to facilitate visual
search by employing user’s voice input for visudlighlighting objects of interest.

In the remainder of this paper we present the mat®obehind the VAVS technique,
discuss how the technique is related to previouskwdescribe an interactive
prototype of a system implementing the technique, i@eport a feasibility study, in
which the prototype was employed in an object iocetask.

2 Background

Making a large number of information objects siraniously available to the user for
viewing has important advantages. In particuladeitreases the need for the user to
open and “look inside” opaque containers, sucholefs or pull-down menus to find
objects of interest [2]. However, these advantagese with a price. In case of dense,
complex displays, when the object of interest (tftarget”) is presented
simultaneously with a large number of other objgétistractors”), visual search
becomes a more demanding task [9]. Problems wghaVisearch can be aggravated
by several factors, such as users’ age (childrentiaa elderly have more difficulties
than young adults), level of stress, and certaialtheconditions, as well as how
specifically the target is defined when a persamiesiout a visual search task (e.g.,
[4, 9]). The problems are likely to worsen in théufe, since the screen size and
resolution of computer monitors, public informatidisplays, tabletops, and so forth,
are ever-increasing, which means displaying monel [@ore complex) information
objects.

Helping users visually identify their objects ofarest has always been high on the
agenda of the design of graphical user interfadéall-designed interfaces visually
emphasize potentially important objects and de-exsigk less important ones [2, 9].
Relative visual salience of displayed objects oam Istatic feature of an interface or it
can dynamically change depending on the task cor{fex instance, the default
button in a dialogue window is highlighted to matkeasier for the user to choose the
most likely option).

These strategies for supporting users’ visual $e@@em to have been often
successful in the past and they remain to be usdtuever, they are, arguably, not
sufficient for addressing current challenges. Mgkipotentially relevant objects
visually salient does not scale up to complex digpland complex tasks. If all
potentially relevant objects are visually salietheir absolute number can be
overwhelming. In addition, when a large amountrdéimation is displayed, it might
be difficult for the system to anticipate just whidtjects can be of importance to a
particular user in a particular context and, themefshould be visually emphasized.

These logical arguments are consistent with theleewie obtained in empirical
studies. For instance, Andrews et al. [1] descfibsing the cursor” and users’
confusion caused by “windows and dialog boxes apendr gaining focus in
unexpected locations” as common problems with laigplays.

To address the problems, discussed above, we heweoged a user interface
technique for assisting the user in searching fojeas of interest in complex



displays. The underlying idea of the technique, @ AVS (voice-assisted visual
search), is employing user’s voice input for gugdirser’s visual attention.

Figure 1 shows an overall structure of a VAVS-eadbhterface. The user scans
an image displayed on a screen (S) to locate ainesbject. The user can also use a
microphone (M) to describe object’s attributes,hsas its name. The voice input is
processed and compared with attributes of objeisislayed on the screen and, if
there is a match, the matching object is visuaighlighted. For instance, if a person,
looking at a map of Colorado on a computer dispiaysaying “Hmm... Mancos...
Mancos...”, the location of the town on the map mperarily highlighted.
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Fig. 1. Overall structure of a VAVS-enabled interface.

The VAVS technique should be differentiated fronotether ways of using user’s
voice input, which have been actively explored ievious research: voice commands
(in a broad sense, including voice-based querigd)aulti-modal input techniques.

Like voice commands, which are an increasingly cemrimteraction technique,
for instance, in in-car systems [5], VAVS also eaysl users’ voice input. Unlike
voice commands, however, VAVS does not cause sofestahanges in the state of
the system. Its effect is limited to visually himgffiting potential objects of interest. If
a user’s voice input results in highlighting sontben object than the desired one
(either because of a user’s mistake or system’mtarpretation) the user can simply
ignore the highlighting when proceeding with thtgsk. It also means that VAVS
users do not have to be overly concerned abouttimegaonsequences of their
mistakes (while users of voice command systems havevercome a substantial
initial barrier before they start to feel comfot@with a system [5]).

A related approach to employing user’s voice in horaomputer interaction is
supporting multi-modal input, or multi-modal dialegy that is, enabling the use of
voice input in combination with other interactiorodalities [3,7,8]. An example of
this approach is the classic “Put-that-there” sys{8], which combines voice and
gesture. For instance, to move an object acrossge Idisplay the user specifies a
command by voice (i.e. by saying “put”), pointsaio object and selects it by saying
“that”, and finally indicates a new location by pting to it and saying “there”.



Users of the “Put-that-there” system, as well aru®f more recent systems that
implement the same general approach [8], need tavkAn advance—the spatial
locations of objects of interest and convey thgmtial locations to the system when
instructing it to carry out a desired action. Supgor selecting an object to indicate
the system what it should act upon (cf. Windows e8peRecognition [10]) may
partially overlap with support of visual searcht bhe general approach adopted by
VAVS is, in a sense, opposite. According to thaprapch, it is the system that
conveys the spatial locations of objects of intetesthe user, rather than the other
way around. Accordingly, a VAVS system has a nundfeeatures differentiating it
from multimodal input systems. For instance, altgmtial objects of interest, rather
than just potential objects of actions, should liglilightable”.

The next section presents a feasibility study idéshto gain empirical evidence on
whether VAVS can be helpful when supporting userBriding objects of interest on
complex displays.

3. Method

Participants. Eight university students, native Swedish spealeard fluent English
speakers, 23 to 33 years old, took part in theystud

Procedure. The participants were tested individually. Eaelsson started with a
profile calibration procedure that took five to twe minutes. After that each
participant was presented with a series of objecation tasks. In each task a
participant was presented with a name of a mapnre the top left corner of the
screen and was required to locate and click theesponding map region using the
mouse. The user had to click the correct map rei@roceed to the next task. Each
participant was presented with 96 object locatasks divided into two blocks. One
of the blocks corresponded to the “VAVS” conditituoice input was enabled), and
the other block corresponded to the “non-VAVS” citiod (voice input was
disabled). In each block the first five tasks weractice tasks, not included in the
analysis. Finally, the participants were brieflyeirviewed about their experience with
VAVS. The duration of a typical session with a papnt was about 30 min.

Equipment. The hardware used in the study was an Apple MakByo computer
(15-inch, 2.33 GHz Intel Core 2 Duo processor, 4 FIBRAM) running Mac OS X
10.6.3, connected to two external devices: MicrosuklliMouse Explorer 3.0 and
Logitech USB Desktop Microphone.

Prototype. An interactive prototype of a VAVS-enabled systems developed for
the study in AppleScript and JavaScript. The psgetwas integrated with a speech
recognition program, Nuance MacSpeech Dictate matéwnal, version 1.5.8. The
visual interface was implemented as an HTML documeened in full screen mode.

The functionality of the prototype included: (a)splaying a map featuring a
number of regions (“countries” or “states”), (bpliaying the name of one of the map
regions in the top left corner of the screen, (€asuring the time interval between
presenting a name of a region and a mouse click®@wcorresponding map region, (d)
recognizing a map region name uttered by the wswet,(e) visually highlighting the



map region corresponding to the name. In the cbrtrion-VAVS”) condition
functions (d) and (e) above were disabled.

Materials. Two maps, loosely based on Adobe Photoshop -fikererated images
as reference for map region borders, were createthé studyMap A was derived
from a map of Europe, and real English names obf@en countries were randomly
assigned to different map regions (see FigureMp B was derived, in a similar
manner, from a US map.

The maps were designed to make sure the partisipaate familiar with the
names of the map regions but could not use theivipus knowledge to infer the
locations of map regions from their names. Thergftite participants had to visually
scan the maps in order to complete the experiméaghs.

LITHUANIA CZECH REPUBLIC

BELGIUM SWITZERLAND

CO

LIECHTENSTEIN
RU

ICELAND
GER

CROATIA

AUSTRIA

TURKEY

Fig. 2. An adapted fragment of Map A (“Liechtenstein” isually highlighted).

Design. The study employed a one-factor within-subjectsigi®e with the
independent variable being Voice Input (“VAVS” catgh vs. “non-VAVS”
condition). The main dependent variable was tashptetion time.

The design was balanced to minimize the potenffatts of condition sequence
and map types. The participants were divided imto équal sub-groups. The first
sub-group completed the first block of tasks in‘tMAVS” condition and the second
block in the “non-VAVS” condition; for the secondlsgroup the sequence was the
opposite. In each of these two sub-groups halhefgarticipants worked with Map A
in the “VAVS” condition and Map B in the “non-VAVStondition, while for the
other half the correspondence between maps andtiomsdwas the opposite.



4. Reaults

As mentioned, the experiment procedure requiredsi to be correctly completed
before the next task could be presented. All paditts were able to complete all
tasks in both conditions, which allowed us to usetto correctly complete a task as
an integral performance indicator, in which errosts, both participants’ mistake and
voice recognition errors, were reflected as adagbt time”.

Voice recognition error rate in the VAVS conditiorcalculated as the percentage
of tasks, in which the participants had to pron@uactate or country name more than
once—was 19%. In two cases the experimenter haddosene and suggest the right
pronunciation (while the tasks were performed bg garticipants themselves). A
likely reason for the high error rate was that vetbwedish speakers were asked to
pronounce English words.

Figure 3 shows accumulated times for completingchkdoof tasks in the two

experimental conditions for each of the eight jggstints. Figure 3a shows the results
of the four participants (S1, S2, S3, and S4), whdked with Map A in the “VAVS”
condition and Map B in the “non-VAVS” condition. dtire 3b shows the results of
the four participants (S5, S6, S7, and S8), whokearwith Map B in the “VAVS”
condition and Map A in the “non-VAVS” condition.
The results, shown in Figure 3, indicate that ie tWAVS” condition each of the
participants completed the experimental tasks rfagtan in the “non-VAVS”
condition. While the average accumulated task cetigsi time in the “non-VAVS”
condition was384 seconds; in the “VAVS” condition it wak’6 seconds.

The results were analyzed using the Wilcoxon sigaedt test. The difference
between the “VAVS” and “non-VAVS” condition was fod to be statistically
significant (N=8, W=36, W=0, p=.005).
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Fig. 3a. Accumulated task completion times, in seconds, tfee experimental
conditions of the study. Participants: S1, S2, &8 S4. “VAVS” Map A, “non-
VAVS": Map B.
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Fig. 3b. Accumulated task completion times, in secondsttfe experimental conditions of the
study. Participants: S5, S6, S7, and S8. “VAVS"gM& “non-VAVS”: Map A.

In their interview comments all participants index that they were positive about
the VAVS technique and wanted it to be used invardity of everyday contexts.

5. Discussion of results and futurework directions

The results of our study suggest that employingr ussce input for visually
highlighting objects of interest can be associatéth higher performance and
positive user experience. Given that the use oftevaat the user interface is
complicated by a number of factors [2], and spdma$ed interfaces have been, in
general, much less successful than it was antiipit the past [6,7], we consider the
results of our study encouraging. The study alsowsldl that a standard speech
recognition program can be accurate and reliabteigim to support VAVS-enabled
interaction.

It should be noted that advantages of VAVS wereepkesd in conditions in which
the advantages were not self-evident. The partitipdrad to speak a foreign
language, which was probably one of the reasonmtiehe high voice recognition
error rate and, consequently, resulted in highgk taompletion times in the VAVS
condition. In addition, the map image used in thely was relatively simple, which
meant that unassisted visual search remained deviltion. It is reasonable to
assume that if the users spoke their native largyaagl worked with large displays
and complex images, VAVS’ advantages would be ernere significant.

Can the findings be explained by a “negative faariily” effect, that is, by target
familiarity being an impediment rather than helpthe specific task used in the
study? If this explanation is correct, the findirfigem our study are only valid for rare
instances of search tasks. However, the resultsodsupport this hypothesis: if it
were correct, the longest search time would béSareden”, which was participants’
home country. In fact, the average search timéSareden” was shorter than for any
other country name used in the experiment.

The study reported in this paper is a feasibilttydy, an initial phase of exploring
the VAVS technique. Choosing unassisted visualckeas a baseline for comparison



was a natural choice for this first step. Furthgrleration of the technique is planned

to compare VAVS with other types of visual searapport, such as using text search
strings for visually locating objects displayed thie screen. Other possible issues to
be explored in future research are as follows:

Augmented reality applications. In augmented reality applications VAVS can be
used to help people locate objects of interesth@ physical environment. For
instance, providing voice input to a wearable gystkat includes a head up display
can help a supermarket customer locate a certagtupt on a shelf.

Using small screen devices to view large images. Visual search can be especially
difficult if the user scans a large image (e.gnap) using a small screen device, such
as a smartphone. A variation of VAVS can be impleted to recognize user voice
input and, if it matches an object, which is a mdrthe large image but not displayed
in the small window, indicate the direction in whithe window needs to be scrolled
to display the object.

2D sound feedback. A potential problem with VAVS is that in case\ddry large,
complex, and dynamic displays the visual highlightproduced by VAVS could be
difficult to detect. A possible solution to thisoiiem is to supplement visual
highlighting with a 2D sound signal that would direiser’s attention to the general
spatial location of the object of interest.
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