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Abstract. De Alfaro and Henzinger’s Interface Automata (IA) and Ny-
man et al.’s recent combination IOMTS of IA and Larsen’s Modal Transi-
tion Systems (MTS) are established frameworks for specifying interfaces
of system components. However, neither TA nor IOMTS consider con-
junction that is needed in practice when a component satisfies multiple
interfaces, while Larsen’s MTS-conjunction is not closed. In addition,
IOMTS-parallel composition exhibits a compositionality defect.

This paper defines conjunction on IA and MTS and proves the oper-
ators to be ‘correct’, i.e., the greatest lower bounds wrt. IA- and resp.
MTS-refinement. As its main contribution, a novel interface theory called
Modal Interface Automata (MIA) is introduced: MIA is a rich subset of
IOMTS, is equipped with compositional parallel and conjunction oper-
ators, and allows a simpler embedding of TA than Nyman’s. Thus, it
fixes the shortcomings of related work, without restricting designers to
deterministic interfaces as Raclet et al.’s modal interface theory does.

1 Introduction

Interfaces play an important role when designing complex software and hard-
ware systems. Early interface theories that deal with types of data and operations
only, have recently been extended to also capture protocol aspects of component
interaction. One prominent example of such a rich interface theory is de Alfaro
and Henzinger’s Interface Automata (IA) [4, 5], which is based on labelled tran-
sition systems (LTS) but distinguishes a component’s input and output actions.
The theory comes with an asymmetric parallel composition operator, where a
component may wait on inputs but never on outputs. Thus, a component output
must be consumed immediately, or an error occurs. In case no potential system
environment may restrict the system components’ behaviour so that all errors
are avoided, the components are deemed to be incompatible.

Semantically, TA employs a refinement notion based on an alternating simu-
lation, such that a component satisfies an interface if (a) it implements all input
behaviour prescribed by the interface and (b) the interface permits all output
behaviour executed by the implementing component. Notably, this means that
a component that consumes all inputs but never produces any output satis-
fies any interface. To be able to mandate output-transitions, Larsen, Nyman



and Wasowski have built their interface theory on Modal Transition Systems
(MTS) [7] rather than LTS, which enables one to distinguish between may- and
must-transitions and thus to express compulsory outputs. The resulting IOMTS
interface theory [8], into which TA can be embedded, is equipped with an TA-
style parallel composition and an MTS-style modal refinement. Unfortunately,
IOMTS-modal refinement has a compositionality defect wrt. parallel composi-
tion, i.e., it is not a precongruence for parallel composition; a related result in [8]
has already been shown incorrect by Raclet et al. in [12].

The present paper starts from the observation that the above interface theo-
ries are missing one important operator, namely conjunction on interfaces. Con-
junction is needed in practice since components are often designed to satisfy
multiple interfaces simultaneously, each of which specifies a particular aspect of
component interaction. We thus start off by recalling the [A-setting and defin-
ing a conjunction operator A for TA; we prove that A is indeed conjunction,
i.e., the greatest lower bound wrt. alternating simulation (cf. Sec. 2). Similarly,
we do so for a slight extension of MTS (a subset of Disjunctive MTS [10], cf.
Sec. 3), which paves us the way for our main contribution outlined below. Al-
though Larsen has studied conjunction for MTS, his operator does — in contrast
to ours — not preserve the MTS-property of syntactic consistency, i.e., a conjunc-
tion almost always has some required transitions (must-transitions) that are not
allowed (missing may-transitions). An additional difficulty when compared to
the TA-setting is that two MTS-interfaces may not have a common implemen-
tation; indeed, inconsistencies may arise when composing MTSs conjunctively.
We handle inconsistencies by adapting ideas from our prior work on conjunction
in a CSP-style process algebra [11] that uses, however, a very different parallel
operator and refinement preorder. Note also that our setting employs event-
based communication via handshake and thus differs significantly from the one
of shared-memory communication studied by Abadi and Lamport in their paper
on conjoining specifications [1].

Our paper’s main contribution is a novel interface theory, called Modal In-
terface Automata (MIA), which is essentially a rich subset of IOMTS that still
allows one to express output-must-transitions. It is equipped with an MTS-style
conjunction A and an IOMTS-style parallel composition operator, as well as with
a slight adaptation of IOMTS-refinement. We show that (i) MIA-refinement is a
precongruence for both operators; (ii) A is indeed conjunction for this preorder;
and (iii) TA can be embedded into MIA in a much cleaner, homomorphic fashion
than into IOMTS [8] (cf. Sec. 4). Thereby, we remedy the shortcomings of re-
lated work while, unlike the language-based modal interface theory of [12], still
permitting nondeterminism in interface specifications.

2 Conjunction for Interface Automata

Interface Automata (IA) were introduced by de Alfaro and Henzinger [4, 5] as a
reactive type theory that abstractly describes the communication behaviour of
software or hardware components in terms of their inputs and outputs. IAs are



labelled transition systems where visible actions are partitioned into inputs and
outputs. The idea is that interfaces interact with their environment according to
the following rules. An interface cannot block an incoming input in any state but,
if an input arrives unexpectedly, it is treated as a catastrophic system failure.
This means that, if a state does not enable an input, this is a requirement on the
environment not to produce this input. Vice versa, an interface guarantees not
to produce any unspecified outputs, which are in turn inputs to the environment.

This intuition is reflected in the specific refinement relation of alternating
simulation between TA and in the parallel composition on TA, which have been
defined in [5] and are recalled in this section. Most importantly, however, we
introduce and study a conjunction operator on IA, which is needed in practice
to reason about components that are expected to satisfy multiple interfaces.

Definition 1 (Interface Automata [5]). An Interface Automaton (IA) is a
tuple @ = (@, 1,0, —), where

1. @ is a set of states,

2. I and O are disjoint input and output alphabets, respectively, not containing
the special (in contrast to [5] unique), silent action 7,

3. —CQQx{TUOU{r}) x Q is the transition relation.

The transition relation is required to be input-deterministic, i.e., a € I, ¢ — ¢
and ¢ — ¢ implies ¢ = ¢”. In the remainder, we write ¢ — if ¢ — ¢’ for
some ¢, as well as ¢ /= for its negation.

We let A stand for I U O, let a (o) range over A (AU {r}), and introduce the
following weak transition relations: ¢ = ¢’ if ¢(—)*¢’, and ¢ == ¢/ for o € O
if 3¢”. g = ¢"" = ¢; note that there are no 7-transitions after the o-transition.
Moreover, we define & = ¢ if @ = 7, and & = « otherwise.

Definition 2 (Alternating Simulation [5]). Let P and @ be TAs with com-
mon input and output alphabets. Relation R C P x @ is an alternating simula-
tion relation if for any (p,q) € R:

(i) ¢ - ¢’ and a € T implies 3p'.p —= p/ and (»',¢) ER,
(ii) p = p’ and o € O U {7} implies 3¢'.¢ == ¢’ and (p',¢') € R.

We write p C1a ¢ and say that p [A-refines g if there exists an alternating
simulation relation R such that (p,q) € R.

According to the basic idea of TA, if specification () in state ¢ allows some input a
delivered by the environment, then the related implementation state p of P must
allow this input immediately in order to avoid system failure. Conversely, if P
in state p produces output a to be consumed by the environment, this output
must be expected by the environment even if ¢ ==; this is because Q could have
moved unobservedly from state g to some ¢’ that enables a. Since inputs are not
treated in Def. 2 (ii), they are always allowed for p.

It is easy to see that IA-refinement Cra is a preorder on IA. Given input and
output alphabets I and O, respectively, the IA BlackHoler,o =ar ({blackhole}, I,
O, {(blackhole, a, blackhole) | a € I}) TA-refines any other IA over I and O.
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Fig. 1. Example illustrating IA-conjunction.

2.1 Conjunction on TA

Two IAs with common alphabets are always logically consistent in the sense that
they have a common implementation, e.g., the respective blackhole IA as noted
above. This makes the definition of conjunction on IA relatively straightforward.
Here and similarly later, we index a transition by the system’s name to make
clear from where it originates, in case this is not obvious from the context.

Definition 3 (Conjunction on IA). Let P = (P,I,0,—p) and Q = (Q, I,
0,— @) be TAs with common input and output alphabets and disjoint state
sets P and @. The conjunction P A @ is defined by ({pA¢|p€ P, g€ Q}UPU
Q,I,0,—), where — is the least set satisfying —pC—, —oC— and
the following operational rules:

(I1) pAhqg—=7p if p-pp,qSrgandacl
(12) phg-—q if pfop,g-——gqdandacl
(13) pAhqg-—p' Ag if p-pp.q-¢q andacl
(0) pAg-Sp'Ag if p-Spp,q-¢¢ andacO
(T1) pAg—p' ANg if p—Tspyp

(T2) phg—pAq if ¢—¢qd

Intuitively, conjunction is the synchronous product over actions (cf. Rules (I3),
(0), (T1) and (T2)). Since inputs are always implicitly present, this also explains
Rules (I1) and (12); for example, in Rule (I1), ¢ does not impose any restrictions
on the behaviour after input a and is therefore dropped from the target state.
Moreover, the conjunction operator is commutative and associative. As an aside,
note that the rules with digit 2 in their names are the symmetric cases of the
respective rules with digit 1; this convention will hold true throughout this paper.
Fig. 1 applies the rules above to an illustrating example; here and in the following
figures, we write a? for an input a and a! for an output a.

Theorem 4 (A is And). Let P,Q, R be IAs with states p, q and r, respectively.
Then, r Crap and v T4 q if and only if r Cia p A q.

Hence, A gives the greatest lower-bound wrt. Cya, i.e., an implementation sat-
isfies the conjunction of interfaces exactly if it satisfies each of them. This is a
desired property in system design where each interface describes one aspect of
the overall specification. The above theorem also implies compositional reason-
ing; from universal algebra one easily gets:

Corollary 5. ForIAs P,Q, R with states p, gand r: p C1po ¢ = pAr Cia gAT.



2.2 Parallel Composition on TA

We recall the parallel composition operator | on IA of [5], which is defined in
two stages: first a standard product ® between two IAs is introduced, where
common actions are synchronized and hidden. Then, error states are identified,
and all states are pruned from which reaching an error state is unavoidable.

Definition 6 (Parallel Product on IA [5]). IAs P;, P, are composable if
A1 N Ay = (I1 N02) U (O N1y), ie., each common action is input of one TA
and output of the other TA. For such IAs we define the product P, @ P, =
(Py X Py, I,0,—), where I = (I; Ul2)\ (01 UO2) and O = (01 UO2) \ (I; U I2)
and where — is given by the following operational rules:

(Parl) (p1,p2) — (Ph,p2) if p1—p) and o ¢ Ay
(PG/FQ) (p17p2) i> (pl;p/Q) if D2 i> pl2 and « ¢ Al
(Par3) (p1,p2) — (P}, ph) if p1 —— p} and py —= ph for some a.

Note that, in case of synchronization and according to Rule (Par3), one only
gets internal T-transitions.

Definition 7 (Parallel Composition on IA [5]). A state (p1,p2) of a parallel
product P;®P» is an error state if there is some a € A;NAs such that (a) a € Oy,
p1 — and py /=, or (b) a € Oy, p, = and p; />,

A state of Py ® Ps is incompatible if it may reach an error state autonomously,
i.e., only by output or internal actions that are, intuitively, locally controlled.
Formally, the set E C P; x P; of incompatible states is the least set such that
(p1,p2) € E if (i) (p1,p2) is an error state or (i) (p1,p2) — (p}, ph) for some
a€OU{r} and (p},ph) € E.

The parallel composition Py|Py of Py, Py is obtained from Py ® P; by pruning,
i.e., removing all states in E and all transitions involving such states as source
or target. If (p1,p2) € P1| P, we write p1|p2 and call p; and py compatible.

Parallel composition is well-defined since input-determinism is preserved.

Theorem 8 (Compositionality of IA-Parallel Composition [5]). Let P,
Py and Q1 be [As withpy € Py, ps € Pa, q1 € Q1 and p1 Ea q1. Assume that Q4
and Py are composable; then, (a) Py and Py are composable and (b) if 1 and ps
are compatible, then so are p1 and py and p1|p2 Tra q1|p2-

This result relies on the fact that IAs are input-deterministic. While the theorem
is already stated in [5], its proof is only sketched therein. Here, it is a simple
corollary of Thms. 23 in Sec. 4.2 and Thms. 25 and 26(b) in Sec. 4.3 below.
We conclude by presenting a small example of TA-parallel composition in
Fig. 2, which is adapted from [5]. The client does not accept its input retry.
Thus, if the environment of Client ® TryOnce would produce nack, the system
would autonomously produce reset and run into a catastrophic error. To avoid
this, the environment of Client| TryOnce is required not to produce nack. This
view is called optimistic: there exists an environment in which Client and Try-
Once can cooperate without errors, and Client| TryOnce describes the necessary
requirements for such an environment. In the pessimistic view as advocated in [2],
Client and TryOnce are regarded as incompatible due to the potential error.
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Fig. 2. Example illustrating IA-parallel composition, where IA TryOnce has inputs
{send, ack, nack} and outputs {trnsmt, ok, reset, retry}, while IA Client has in-
puts {ok, retry} and outputs {send}.

3 Conjunction for Modal Transition Systems

Modal Transition Systems (MTS) were investigated by Larsen [7] as a specifi-
cation framework based on labelled transition systems but with two kinds of
transitions: must-transitions specify required behaviour, may-transitions spec-
ify allowed behavior, and absent transitions specify forbidden behaviour. Any
refinement of an MTS-specification must preserve required and forbidden be-
haviour and may turn allowed behaviour into required or forbidden behaviour.
Technically, this is achieved via an alternating-style simulation relation, called
modal refinement, where any must-transition of the specification must be sim-
ulated by an implementation, while any may-transition of the implementation
must be simulated by the specification.

Larsen [7] defined conjunction on MTS, but the resulting systems often vio-
late syntactic consistency and are hard to understand. To improve this, we allow
an a-must-transition to have several alternative target states, i.e., we work with
Disjunctive MTS (DMTS). Larsen and Xinxin also generalized Larsen’s con-
struction to DMTS [10], but again ignoring syntactic consistency. We will thus
define conjunction on a syntactically consistent subclass of DMTS, called dM TS,
but more generally in a setting with internal 7-actions as defined in [5, 8.

3.1 Disjunctive Modal Transition Systems

We extend standard MTS only as far as needed for defining conjunction, by
introducing disjunctive must-transitions that are disjunctive wrt. exit states only
(see Fig. 4). The following extension also has no 7-must-transitions since these
are not considered in the definition of the observational modal refinement of [8].

Definition 9 (disjunctive Modal Transition System). A disjunctive Modal
Transition System (AMTS) is a tuple @ = (Q, A, —, --»), where

1. @ is a set of states,



2. A is an alphabet not containing the special, silent action 7,
3. — CQxAx (P(Q)\0) is the must-transition relation,
4. --»C Q x (AU {7}) x Q is the may-transition relation.

We require syntactic consistency, i.e., q LN Q' implies V¢’ € Q. q N q.

More generally, the must-transition relation in a standard DMTS [10] may be
a subset of Q x (P(A x Q) \ 0). For notational convenience, we write ¢ — ¢’
whenever ¢ - {¢'}; all must-transitions in standard MTS have this form.

Our refinement relation on dMTS abstracts from internal computation steps
in the same way as [8], i.e., by considering the following weak may-transitions

Y A T RN mo S X
fora € AU{r}: q==3q¢ if q--» ¢, and qg==3¢ if F¢".q==3¢" --» ¢.

Definition 10 (Observational Modal Refinement, see [8]). Let P,Q be
dMTSs with common alphabet. Relation R C P x ) is an (observational) modal
refinement relation if for any (p,q) € R:

(i) ¢ % @' implies IP".p % P’ and Vp' € P'3¢ € Q'. (p',¢') € R,
(ii) p -%» p/ implies 3¢'. =23 ¢ and (p,¢) € R.

We write p Cqumrs g and say that p dMTS-refines q if there exists an observa-
tional modal refinement relation R such that (p,q) € R.

Except for disjunctiveness, dMTS-refinement is exactly defined as for MTS in [§],
i.e., the T-must-transitions allowed in their variant of MTS are not treated in
Cond. (i) of observational modal refinement. Thus, they are treated as only
may-transitions and not included in our setting.

3.2 Conjunction on dAMTS

Similarly to parallel composition for TA, conjunction will be defined in two stages.
State pairs can be logically inconsistent due to unsatisfiable must-transitions; in
the second stage, we remove such pairs incrementally.

Definition 11 (Conjunctive Product on dMTS). Let P = (P, A, —p,
--»p)and Q = (Q, A, — ¢, --+¢) be dMTSs with common alphabet. The con-
junctive product P&Q =4 (P x Q,A,—,--+) is defined by its operational
transition rules as follows:

(Must1) (p,q) —— {(¢',¢)|p’ € P, q:g:)Q ¢} if p-"p P and q:g:)Q

a

(Must2)  (p, )—>{(p 7)) p=23p0, ¢ €Q'} if p=23, and ¢ o Q'
(May1)  (p,q) -=» (¥, q) if p=l3,p
(May2)  (p,q) -~ (p. ) if g=23,4
(May3)  (p.q) -*> (¥, ¢) if p==3p,p and ¢==3, ¢
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Fig. 3. Examples motivating the rules of Def. 11.

It might be surprising that a single transition in the product might stem from a
transition sequence in one of the components (cf. the first four items above) and
that the components can also synchronize on 7 (cf. Rule (May3)). The neces-
sity of this is discussed below; we only note here that conjunction is inherently
different from parallel composition.

Definition 12 (Conjunction on dMTS). Given a conjunctive product P&Q,
the set F' C P x Q of (logically) inconsistent states is defined as the least set
satisfying the following rules:

(F1) p—=p, q¢#3, implies  (p,q) € F

(F2) p#3,,q0-"q implies (p,q) € F

(F3) (p,q) — R and R' C F implies (p,q) € F

The conjunction PAQ of dAMTSs P, Q) is obtained by deleting all states (p, q) € F
from P&Q. This also removes any may- or must-transition exiting a deleted state
and any may-transition entering a deleted state; in addition, deleted states are
removed from targets of disjunctive must-transitions. We write p A g for the
state (p,q) of P A @Q; these are the consistent states by construction, and p A g
is only defined for such a state.

Regarding well-definedness, first observe that P&Q is a dMTS, where syntactic
consistency follows from Rule (May3). Now, PAQ is a AMTS, too: if R’ becomes
empty for some (p, q) — R’, then also (p, q) is deleted when constructing P A Q
from P&Q) according to (F3).

Before we formally state that operator A is indeed conjunction on dMTS,
we present several examples depicted in Fig. 3, which motivate the rules of
Def. 11. Note that, in this figure and the following figures, any (disjunctive)
must-transition drawn also represents implicitly the respective may-transition(s),
unless stated otherwise. In each example in Fig. 3, r is a common implementa-
tion of p and ¢ (but not v’ in Ex. T), whence these must be logically consistent.
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Fig. 4. Example illustrating dMTS-conjunction.

Thus, Ex. I explains Rule (Mustl). If we only had -I in the precondition of
Rule (Mayl), p A ¢ of Ex. IT would just consist of a c-must- and an a-may-
transition; the only 7-transition would lead to a state in F' due to b. This would
not allow the 7-transition of r, explaining Rule (May1). In Ex. IIT and with only

-%5 in the preconditions of Rule (May3), pAg would just have three 7-transitions
to inconsistent states (due to b, ¢, respectively). This explains the weak transi-
tions for @ # 7 in Rule (May3). According to Rules (Mayl) and (May2), pAgq in
Ex. IV has four 7-transitions to states in F' (due to d). With preconditions based
on at least one -—» instead of =23 in the 7-case of Rule (May3), there would be
three more T-transitions to states in F' (due to b or ¢). Thus, it is essential that
Rule (May3) also allows the synchronization of two weak 7-transitions, which in
this case gives p A ¢ RN

Fig. 4 shows a small example illustrating the treatment of disjunctive must-
transitions in the presence of inconsistency. In P&(Q), the a-must-transition of @
combines with the three a-transitions of P to a truly disjunctive must-transition
with a three-element target set. The inconsistency of state (4,6) due to b prop-
agates back to state (3,5). The inconsistent states are removed in P A Q.

Theorem 13 (A is And). Let P,Q, R be dMTSs. Then, (i) (3r € R.r Capyrs
and r Cayrs q) if and only if p A q is defined. Further, in case p A q is defined:
(i) r Camrs p and r Canrs q if and only if r Camrs p A g.

This key theorem states in Item (ii) that conjunction behaves as it should, i.e.,
A on dMTSs is the greatest lower bound wrt. Cayrs. Item (i) concerns the
intuition that two specifications p and ¢ are logically inconsistent if they do
not have a common implementation; formally, p A ¢ is undefined in this case.
Alternatively, we could have added an explicit inconsistent element ff to our
setting, so that p A ¢ = ff. This element ff would be defined to be a refinement
of every p’ and equivalent to any (p’,q’) € F of some P&Q. Additionally, ffA p’
and p’ A ff would be defined as ff, for any p’. The following corollary of Thm. 13
now follows from universal algebra, as above:

Corollary 14. dMTS-refinement is compositional wrt. conjunction.

Thus, we have succeeded in our ambition to define a syntactically consistent con-
junction for MTS, albeit for an MTS variant with disjunctive must-transitions.
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Fig. 6. Example demonstrating the compositionality flaw of IOMTS.

Larsen [7] also defines a conjunction operator on MTS, but almost always the
result violates syntactic consistency. A simple example is shown in Fig. 5, where ¢
refines p in Larsen’s setting as well as in our dMTS-setting. Since Larsen’s pAq is
not syntactically consistent, this pA g and g are, contrary to the first impression,
equivalent. In our dMTS-setting P A @ is isomorphic to @, which will also hold
for our MIA-setting below (with action b read as output and where a could be
either an input or an output).

The above shortcoming has been avoided by Larsen et al. in [9] by limit-
ing conjunction to so-called independent specifications that make inconsisten-
cies obsolete. This restriction also excludes the above example. Another MTS-
inspired theory including a conjunction operator has been introduced by Raclet
et al. [12]. While their approach yields the desired p A ¢ as in our dAMTS-setting,
it is language-based and thus deals with deterministic systems only.

4 Modal Interface Automata

An essential point of Larsen, Nyman and Wasowski’s seminal paper [8] is to
enrich TA with modalities to get a flexible specification framework where inputs
and outputs can be prescribed, allowed or prohibited. To do so, they consider
IOMTS, i.e., MTS where visible actions are partitioned into inputs and outputs,
and define parallel composition in TA-style.

Our example of Fig. 6 shows that their approach has a serious flaw, namely
observational modal refinement is not a precongruence for the parallel compo-
sition of [8]. In this example, the IOMTS P has input alphabet {a} and empty
output alphabet, while @ and @ have input alphabet {i} and output alpha-
bet {a}. Obviously, ¢’ Camrs ¢- When composing P and @ in parallel, p|q would
reach an error state after an i-must-transition in [8] since the potential output a
of @ is not expected by P. In contrast, p|¢’ has an ¢-must- and i-may-transition
not allowed by P|Q, so that p|¢’ ZamTs p|g. This counterexample also holds for
(strong) modal refinement as defined in [8] and is particularly severe since all
systems are deterministic. The problem is that p|g forbids input i.

In [8], precongruence of parallel composition is not mentioned. Instead, a the-
orem relates the parallel composition of two IOMTSs to a different composition

10



on two refining implementations, where an implementation in [8] is an IOMTS
in which may- and must-transitions coincide. This theorem is incorrect as is
pointed out in [12] and repaired in the deterministic setting of that paper; the
repair is still not a precongruence result, but compares the results of two differ-
ent operators. However, a natural solution to the precongruence problem can be
adopted from the TA-framework [5] where inputs are always allowed implicitly.
Consequently, if an input is specified, it will always be a must.

In the remainder, we thus define and study a new specification framework,
called Modal Interface Automata (MIA), that takes the dMTS-setting for an
alphabet consisting of input and output actions, requires input-determinism, and
demands that every input-may-transition is also an input-must-transition. The
advantage over IA is that outputs can be prescribed via output-must-transitions,
which precludes trivial implementations like BlackHole discussed in Sec. 2.

Definition 15 (Modal Interface Automaton). A Modal Interface Automa-
ton (MIA) is a tuple Q = (Q,I,0,—,--»), where (Q,I UO,—,--+) is a
dMTS with disjoint alphabets I and O for inputs and outputs and where for all

iel:(a)q R ¢ and ¢ R ¢" implies ¢’ = ¢"; (b) ¢ R ¢ implies ¢ — ¢'.

Observe that syntactic consistency and input determinism imply that input-

must-transitions always have the form ¢ —— {¢’}. Thus, only output-must-
transitions can be truly disjunctive.

Definition 16 (MIA-Refinement). Let P,Q be MIAs with common input
and output alphabets. Relation R C P x Q is an (observational) MIA-refinement
relation if for any (p,q) € R:

(i) ¢ = Q' implies IP".p - P" and Vp' € P'3 €Q. (') €R,
(ii) p-%» p/ witha e OU {7} implies 3¢’. ¢=23 ¢’ and (p/,¢') € R.

We write p Cyra g and say that p MIA-refines q if there exists an observa-
tional MIA-refinement relation R such that (p,q) € R. Moreover, we also write
p JC\v1a ¢ in case p Eyaa g and ¢ Cypa p (which is an equivalence weaker than
‘bisimulation’).

One can easily check that Cya is a preorder and the largest observational
MIA-refinement relation. Its definition coincides with dMTS-refinement except
that Cond. (ii) is restricted to outputs and the silent action 7. Thus, inputs are
always allowed implicitly and, in effect, treated just like in IA-refinement. Due
to the output-must-transitions in the MIA-setting, MIA-refinement can model,
e.g., STG-bisimilarity [13] for digital circuits.

4.1 Conjunction on MIA

Similar to conjunction on dMTS, we define conjunction on MIA by first con-
structing a conjunctive product and then eliminating all inconsistent states.
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Definition 17 (Conjunctive Product on MIA). Let P = (P, I,0,—p,
--sp)and Q = (Q,I,0,—q,--+¢) be MIAs with common input and output
alphabets and disjoint state sets P and ). The conjunctive product P&Q =gy
(PxQ)UPUQ,I,O,—,--») inherits the transitions of P and @ and has
additional transitions as follows, where i € I, 0 € O and a« € O U {7}:

(OMust1) (p,q) == {(p',¢')|p' € P/, q=735¢'} if p—+p P'and q==

(OMust2) (p,q) = {(v,¢) |p=23, 7, ¢ €Q'} if p=23p and ¢ 2q Q'
(IMust1)  (p,q) — p' if p—pp and q /¢
(IMust2)  (p,q) — ¢ if p/spandq—qq
(IMust3)  (p,q) —= (p',q) if p—pp andq—qd
(May1) — (p,q) --» (P, q) if p==3,p/

(Mayg) (pa q) -3 (pa q/) lf q::3Q q/

(May3) — (p,q) - (p,q) it p=S3,p and q=23, ¢
(Plus the may-rules corresponding to Rules (IMustl)—(IMust3) above.)

This product is defined analogously to IA-conjunction for inputs (plus the cor-
responding ‘may’ rules) and to the dMTS-product for outputs and 7. It thus
combines the effects shown in Fig. 1 (where all outputs are treated as may) and
Fig. 4 (where all actions are outputs).

Definition 18 (Conjunction on MIA). Given a conjunctive product P&@Q,
the set ' C P x @ of (logically) inconsistent states is defined as the least set
satisfying the following rules:

(F1) pép,q;fégQ,on implies (p,q) € F
(F2) p+3p,q-2g,0€0  implies (p,q) € F
(F3) (p,q) — R and R' C F implies (p,q) € F
The conjunction PAQ of MIAs P, @ with common input and output alphabets is

obtained by deleting all states (p, q) € F from P&Q. We write pAq for state (p, q)
of P A Q); all such states are defined — and consistent — by construction.

The conjunction P A @ is a MIA and is thus well-defined. This can be seen by
a similar argument as we have used above in the context of dAMTS-conjunction,
while input-determinism can be established by an argument similar to that in the
TA-setting. Note that, in contrast to the dMTS situation, Rules (F1) and (F2)
only apply to outputs. Fig. 4 is also an example for conjunction in the MIA-
setting if all actions are read as outputs.

Theorem 19 (A is And). Let P,Q, R be MIAs. We have (i) (3r € R.v Tyia p
and r Cpra q) if and only if p A q is defined. Further, in case p A q is defined:
(1) r Tmra p and v Cara q if and only if r Caga p A g

Corollary 20. MIA-refinement is compositional wrt. conjunction.

12



4.2 Parallel Composition on MIA

In analogy to the IA-setting [5], we provide a parallel operator on MIA. Here,
error states are identified, and all states are removed from which reaching an
error state is unavoidable in some implementation, as is done for IOMTS in [8].

Definition 21 (Parallel Product on MIA). MIAs P, P, are composable
if AyNAy = (I; N02) U (01 NIL), as in TA. For such MIAs we define the
product Py @ Py = (Py X Py, I,0,—,--+), where I = (I; UI) \ (O; UO3) and
O = (01 UO09)\ (I; UI) and where — and --» are defined as follows:

(Must1) (p1,p2) N P x {p2} if p SN P} and a ¢ A
(Must2) (p1,p2) N {p1} x Py if po LN Pjand a ¢ Ay
(May1) — (p1,p2) ~= (P}, p2) if p1-"»pfand a ¢ Ay
(May2)  (p1,p2) ->» (p1,p5) i pa-">phand a ¢ A
(May3)  (p1,p2) -—» (1. ph) if py -=» p} and py -2» pl for some a.

Recall that there are no 7-must-transitions as they are irrelevant for refinement.

Definition 22 (Parallel Composition on MIA). Given a parallel product
Py ® Ps, a state (p1,p2) is an error state if there is some a € Ay N As such that

(a) a € Oy, p1 -*» and py -, or (b) a € Oz, pa -*» and p; /.

Again we define the set £ C P, x P, of incompatible states as the least set
such that (p1,p2) € E if (i) (p1,p2) is an error state or (ii) (p1, p2) -4 (P}, ph)
for some o € O U {7} and (p},ps) € E. The parallel composition P;|Py of Py
and P, is now obtained from P; ® P> by pruning, as in IA.

Parallel products and parallel compositions are well-defined MIAs. Syntactic con-
sistency is preserved, as is input-determinism since input-transitions are directly
inherited from one of the composable systems. In addition, targets of disjunctive
must-transitions are never empty since all must-transitions that remain after
pruning are taken from the product without modification.

Observe that pruning is different from removing inconsistent states in con-
junction. For truly disjunctive transitions (p1,p2) — P’ (i.e., a € O) of the
product P; ® P,, the state (p1,p2) is removed if P’ N E # (. Technically, this
follows from syntactic consistency and Cond. (ii) above. Intuitively, this is be-
cause P’ has w.lo.g. the form P] x {p2} in the product of P; and P,, with
some (p},ph) € P’ N E; the implementor of P; might choose to implement
P — p} such that — when P;’s implementation is composed with Py’s — the
error state is reached. This cannot be reasonably prevented by altering the above
definition while preserving the precongruence property for parallel composition:

Theorem 23 (Compositionality of MIA-Parallel Composition). Let P,
Py and Q1 be MIAs with p1 € P1, po € Pa, ¢1 € Q1 and p1 Epga q1. Assume
that Q1 and Py are composable; then, (a) Py and Py are composable and (b) if ¢1
and pa are compatible, then so are p1 and ps and p1|p2 Cara q1|pe.
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Fig. 7. Example illustrating the need of input-determinism for MIA.

This precongruence property of MIA-refinement would not hold if we would
do away with input-determinism in MIA. To see this, consider the example of
Fig. 7 for which p Cya g; however, p|r Eyra g|r does not hold since ¢ and r are
compatible while p and r are not. An analogue reasoning applies to TA, although
we do not know of a reference in the IA literature where this has been observed.

4.3 Embedding of TA into MIA
To conclude, we provide an embedding of IA into MIA in the line of [8]:

Definition 24 (IA-Embedding). Let P be an IA. The embedding [P]mia of P
into MIA is defined as the MIA (P, 1,0, —, --»), where (i) p — p' if p —=p p
and i € I, and (ii) p -%» p/ if p 5 p p’ and « eIUoOU{r}.

This embedding is much simpler than the one of [8] since MIA more closely
resembles TA than IOMTS does. In particular, the following theorem is obvious:

Theorem 25 (IA-Embedding Respects Refinement). For [As P,Q with
PEP, q€Q: pCraqin P and Q iff p Tyra q in [Plyra and [Qlmra.

Our embedding respects operators | and A, unlike the one in [8]:

Theorem 26 (IA-Embedding is a Homomorphism). For IAs P,Q with
pEP,qgeQ: (a)pAq (in [Plyura N |[Qlmra) ZCmia p A q (in [P AQlmia);
(b) plg (in [P)amral[@Qmra) 2Em1a plg (in [P|Q]wmia)-

5 Conclusions & Future Work

We introduced Modal Interface Automata (MIA), an interface theory that is
more expressive than Interface Automata (IA) [5]: it allows one to mandate that
a specification’s refinement must implement some output, thus excluding trivial
implementations, e.g., one that accepts all inputs but never emits any output.
This was also the motivation behind JOMTS [8] that extends Modal Transition
Systems (MTS) [7] by inputs and outputs; however, the IOMTS-parallel operator
in the style of TA is not compositional. MIA is a subset of IOMTS, but it has a
different refinement relation that is a precongruence for parallel composition.
Most importantly and in contrast to TA and IOMTS, the MIA theory is
equipped with a conjunction operator for reasoning about components that sat-
isfy multiple interfaces simultaneously. Along the way, we also introduced con-
junction on TA and (a disjunctive extension of) MTS, and proved these operators
to be the desired greatest lower bounds and thus compositional. Compared to
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the language-based modal interface theory of [12], our formalism supports nonde-
terministic specifications (wrt. outputs). Hence, MIA establishes a theoretically
clean and practical interface theory that fixes the shortcomings of related work.

Regarding future work, we plan to study the algorithmic complexity implied
by MIA-refinement [12], and MIA’s expressiveness in comparison to other theo-
ries via thoroughness [6]. On the practical side, we wish to adapt existing tool
support for interface theories, e.g., the MIO Workbench [3], to MIA.
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