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Code-based public-key encryption resistant to
key leakage *

Edoardo Persichetti

University of Warsaw

Abstract. Side-channel attacks are a major issue for implementation of
secure cryptographic schemes. Among these, key-leakage attacks describe
a scenario in which an adversary is allowed to learn arbitrary informa-
tion about the private key, the only constraint being the number of bits
learned. In this work, we study key-leakage resilience according to the
model presented by Akavia, Goldwasser and Vaikuntanathan at TCC ’09.
As our main contribution, we present a code-based hash proof system;
we obtain our construction by relaxing some of the requirements from
the original definition of Cramer and Shoup. We then propose a leakage-
resilient public-key encryption scheme that makes use of this hash proof
system. To do so, we adapt a framework featured in a previous work by
Alwen et al. regarding identity-based encryption (EUROCRYPT ’10).
Our construction features error-correcting codes as a technical tool, and,
as opposed to previous work, does not require the use of a randomness
extractor.

1 Introduction

Traditionally, the security of cryptographic schemes is analyzed with re-
spect to an idealized, abstract adversarial model [14]. Unfortunately, in
the real world, implementations of cryptographic schemes are often vul-
nerable to an additional kind of threat, of a more physical nature. These
are the so-called side-channel attacks, which are based on the observa-
tion of phenomena directly connected with the implementation, such as
power or timing measurements, detection of internal faults and leakage
of some private information. It is therefore important to build schemes
whose security can be argued even in presence of such attacks.

In this work, we focus on one particular type of attacks, known as
“cold boot” or memory attacks, first introduced by Halderman et al. [16]
in 2008. The authors show how it is possible to recover private information
stored in the device’s memory after the device is turned off; this is because
typical DRAM memories only lose their content during a gradual period
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of time. In particular, a significant fraction of the cryptographic key stored
in the memory can be easily recovered, leading to potentially devastating
attacks. We therefore speak about key-leakage attacks. A general frame-
work that models key-leakage attacks was introduced by Akavia, Gold-
wasser and Vaikuntanathan [1]. In this model, the adversary is allowed the
knowledge of arbitrarily chosen functions of the private key, with the re-
striction that the total output of these functions doesn’t exceed a certain
bound A. Attacks can be performed, as usual, both in an adaptive or non-
adaptive fashion. The authors then show that the lattice-based public-key
encryption scheme of Regev [23] and the identity-based encryption scheme
of Gentry, Peikert and Vaikuntanathan [13] are resistant to such leakage.
The framework was subsequently revisited by Naor and Segev [21] and
further generalized by Alwen, Dodis and Wichs [3], who provide the first
public-key primitives in the Bounded Retrieval Model (BRM). This model
had been previously introduced by Dziembowski and Di Crescenzo in in-
dependent works [10,7] for symmetric encryption schemes.

To date, many cryptographic primitives have been shown to be re-
silient to key-leakage attacks, based on a variety of assumptions such
as DDH or d-Linear, quadratic residuosity, composite residuosity and
LWE; however, there is no known construction based on coding the-
ory assumptions. Code-based cryptography is one of the candidates for
“post-quantum” cryptography; compared to LWE-based schemes, code-
based schemes have the advantage of a simpler structure (for example,
they usually work over the binary field) thus allowing for more practical
implementations.

Our contribution In this paper, we propose a protocol based solely on
coding theory assumptions, that achieves semantic security against key-
leakage attacks. The first step is to build a Hash Proof System (HPS).
This primitive, essentially a special kind of non-interactive zero-knowledge
proof system for a language, was first introduced by Cramer and Shoup
in [6] as a theoretical tool to construct efficient public-key encryption
schemes. It was later shown by Kiltz et al. [20] that it is possible to view
a HPS as a key encapsulation mechanism (KEM) with special proper-
ties, and that it is possible to obtain secure hybrid encryption schemes
by using randomness extractors. The work of Naor and Segev [21] builds
on this method, and the authors present a general framework to design
leakage-resilient encryption schemes using any HPS together with a ran-
domness extractor. This is also the basis for a recent paper by Alwen et al.
[2] in which the framework is extended to the identity-based setting. Our



construction works as follows. The private key has a high min-entropy
that is guaranteed by analyzing the volume of spheres centered on code-
words of a randomly generated code. This induces an error in the decap-
sulation procedure; however, we manage to bound the size of the error
term by carefully choosing the scheme’s parameters. This allows us to
deal with the possible decryption error by using error-correcting codes in
our encryption scheme. Finally, we achieve ciphertext indistinguishability
thanks to the pseudorandomness of the syndrome construction (Fischer
and Stern [11]) for low-weight error vectors. To the best of our knowledge,
this is the first construction of a hash proof system from coding theory
assumptions.

The paper is structured as follows: in Section 2 we give some pre-
liminary definitions necessary for the remainder of the paper. Next, we
describe hash proof systems (Section 3) and leakage-resilient public-key
encryption (Section 4). Our construction of a code-based hash proof sys-
tem is presented in Section 5, and the encryption scheme based on it in
Section 6. We conclude in Section 7.

2 Preliminaries

We start by providing some probability notions that are relevant for the
paper. The notation x < Y, means sampling an element x from the
Bernoulli distribution with parameter p: this extends naturally to vectors
and matrices with notation, respectively, xj and x;'*". The statistical
distance between two random variables X and Y with values in §2 is de-
fined as A(X,Y) = 33 .o |Pr[X =w] —PrlY = w]‘ The min-entropy
of a random variable X is H.(X) = —log(max,enPr[X = w|). We also
present the notion of average min-entropy, which is useful to describe the
unpredictability of a random variable X conditioned on the value of an-

other random variable Y, as ETOO(X|Y) = —log (Eyﬁy {Q_H“’(X'Y:?J)D.

Next, we present a few basic coding theory notions. Throughout the
paper, we will treat all vectors as column vectors, and denote them by
a boldface letter. An [n, k] linear code over the finite field Fy is a vector
subspace C of Fy of dimension k. A generator matriz for C is a matrix
whose rows form a basis for the subspace. A parity-check matriz for C
is an (n — k) x n matrix H such that Hx = 0 for all codewords «. For
every vector & € Fy the Hamming weight wt(x) is the number of its
non-zero positions; d(x,y) = wt(x —y) is the Hamming distance between



the two words & and y. The minimum distance of a code C is simply the
minimum between the distance of all codewords of C. The following is a
very important bound on the minimum distance of linear codes.

Definition 1 (GV Bound). Let C be an [n, k] linear code over F,. The
Gilbert-Varshamov (GV) Distance is the largest integer d, such that

B(0,do — 1) < ¢"* (1)

where B(x,r) = {y € Fy|d(x,y) < r} is the n-dimensional ball of radius
r centered in x.

For an integer w below the GV bound, the following problem is hard
(Berlekamp, McEliece and van Tilborg [4]).

Definition 2 (Syndrome Decoding Problem). Given an (n—k) xn
parity-check matriz H for an [n,k] linear code C over Fy, a vector s €
Fg_k and an integer w € N1, find e € Fy such that s = He and
wt(e) < w.

3 Hash Proof Systems

Like in the majority of previous work, we use a HPS for our construction.
To describe our HPS, we adapt the “simplified” definition of [2] to public-
key encryption schemes.

Table 1: Hash Proof System.

Setup The setup algorithm takes as input a security parameter § and returns the
public parameters of the scheme. The algorithm also defines the set K of en-
capsulated keys.

KeyGen The key generation algorithm takes as input the public parameters and outputs
a public key pk and a private key sk.

Encap The walid encapsulation algorithm receives as input the public key pk and
returns a ciphertext/key pair (¢o, K).

Encap™ The invalid encapsulation algorithm receives as input the public key pk and
samples an invalid ciphertext .

Decap The decapsulation algorithm takes as input a private key sk and a ciphertext
1o and outputs a key K.




Note that all of the above algorithms are probabilistic, except Decap,
which is deterministic. There are two important requirements on the out-
put of Decap. If v, is a valid ciphertext (i.e. produced by Encap) we require
correctness.

Definition 3 (Correctness of decapsulation). Fiz any values of pk
and sk, as output by KeyGen, and let (1o, K) = Encap(pk) and K' =
Decap(sk,1,). Then:

PrlK # K'] = negl(0). (2)

For our scheme, a relaxation of the above requirement will suffice,
called approximate correctness. This notion was introduced by Katz and
Vaikuntanathan in [19], and asks that the output of Decap is “close” (in
Hamming sense) to the actual encapsulated key.

Definition 4 (t-Approximate Correctness). Fix any values of pk
and sk, as output by KeyGen, and let (1, K) = Encap(pk) and K' =
Decap(sk, ). Then:

Prd(K,K") > t] = negl(0). (3)

For invalid ciphertexts (i.e. produced by Encap®), instead, we want
Decap to return strings that are almost uniformly distributed. Following
[2], we present three distinct notions in this regard.

Definition 5 (Universality). Let SK and PK be random variables rep-
resenting, respectively, sk and pk. We say that an HPS is (n, v)-universal
if Ho(SK|PK) > n and, for any fived values pk and sk # sK , it holds:

Pr|Decap(sk, 1),) = Decap(sK ,1),)] < v (4)

where 1, = Encap*(pk).
Definition 6 (Smoothness). For any fized pk and sk # sK, let 1, =
Encap*(pk), K = Decap(sk,1,). Then we say that an HPS is smooth if:
A((w(J?K)?(wOaK/)) - negl(@) (5)

where 1, = Encap*(pk), K = Decap(sk,v,) and K’ is chosen uniformly
at random.

Definition 7 (Leakage Smoothness). We say that an HPS is \-leakage
smooth if, for any (possibly randomized) function f with output size
bounded by A, it holds:

A((o, [(sk), K ), (0, f(sk), K')) = negl(0) (6)
for vy, K and K' sampled as in Definition 6.



Finally, an HPS requires an indistinguishability property for cipher-
texts, that is, a random valid ciphertext should be computationally in-
distinguishable from an invalid one. The definition is the following.

Definition 8 (Ciphertext Indistinguishability). We define the fol-
lowing attack game between a challenger and an adversary A:

1. Fix system parameters.

2. The adversary A makes a sequence of queries to the challenger, getting
back public key/private key pairs (pk, sk).

3. The challenger fixes a target public key pk*, then chooses a random
bit b. If b =0, it computes (v,, K) = Encap(pk®), otherwise computes
o = Encap*(pk®). It then gives ¢, to A.

4. A keeps performing queries as above. No restrictions apply, hence A
can even get sk*.

5. Finally, A outputs b* € {0,1}.

The adversary succeeds if b* = b. More precisely, we define the advantage
of A against HPS as

Advips(A, 68) = |Prip* = t] — % . (7)

We say that an HPS satisfies the ciphertext indistinguishability property
if the advantage Advyps of any polynomial-time adversary A in the above
adaptive attack model is negligible.

Remark 1. In the original definition for an identity-based protocol, the
adversary would perform queries adaptively submitting a certain iden-
tity and getting back the corresponding private key. Adapting this to the
public-key setting just means that the adversary is allowed to see public
key/private key pairs, including the “target” one. In both cases, this is a
very strong requirement, meaning that ciphertexts have to be computa-
tionally indistinguishable even if the whole private key is revealed.

4 Leakage-resilient public-key encryption

We define here the notion of security for public-key encryption schemes
under key-leakage attacks. An adversary in this setting is allowed to
(adaptively) query a leakage oracle, submitting any function f and re-
ceiving f(sk), with the only restriction that the total length of the output
is not greater than a certain threshold A. As pointed out by Akavia et al.
[1], this is equivalent to querying the leakage oracle on a single function
f whose total output doesn’t exceed A bits. The definition is given below.



Definition 9. An adversary A for key-leakage security is a polynomial-
time algorithm that plays the following attack game:

1. Query a key generation oracle to obtain a public key pk.

2. Submit a query f to the leakage oracle. The oracle will reply with f(sk)
provided that the output is less or equal to A bits.

3. Choose ¢y, ¢, € P and submit them to an encryption oracle. The or-
acle will choose a random b € {0,1} and reply with the “challenge”
ciphertext 1* = Enc(pk, ¢p).

4. Output b* € {0,1}.

We define the advantage of A against PKFE as

1
Adv(A,0) = |Prb* =b] — 3| (8)
We say that a PKE scheme is semantically secure against \-key-leakage
attacks if the advantage of any adversary A in the above attack model is
negligible.

As usual, the above notion can be extended to the chosen-ciphertext
attack model, allowing for decryption queries before (CCA1) or after
(CCA2) the generation of the challenge ciphertext. In this case we speak
about resistance to, respectively, a priori and a posteriori chosen-ciphertext
key-leakage attacks.

5 The Construction

Table 2: Code-based HPS.

Setup Public parameters are a matrix A & F’gxn and integers k,n,¢ with & < n,
£ > k. Let 6 be the minimum distance of the code having A as generator matrix
and set p = §/n and 7 = yp for a certain v > 0. The set of encapsulated keys
is defined as K = F§.

KeyGen selects matrices M & FéXk and F + Xf,X" and outputs the private key sk = M

and the public key pk = M A+ E.

Encap chooses s < x7 and returns the ciphertext/key pair (1o, K) where ¢, = As
and K = pk- s.

Encap® chooses 7 & F% and returns the invalid ciphertext 1, = 7.

Decap takes as input the private key sk and a ciphertext 1, and obtains K’ as sk - 1.




The choice of parameters here is important to guarantee that the
construction satisfies the requirements presented in the previous section.
In particular, we will need the rate R = k/n to be high enough for p to
be less than 1/4/n. We now analyze the three properties one at a time:

t-Approximate Correctness As in Definition 4, let (1., K') = Encap(pk)
and K’ = Decap(sk,,); then K and K’ differ by a factor of Es, and
d(K, K') = wt(Es), hence we just need to bound the weight of this prod-
uct. Remember that E and s are distributed, respectively, according to
Xf)X" and x", where p = O(n~%/?7¢) and 7 = ~p for v > 0. We now
use a result from Dé6ttling, Miiller-Quade and Nascimento [8]. A matrix
X € F5*™ is said to be (8, €)-good if for a fixed constant § and € = ¢(n)
it holds that for all s € F§ if wt(s) < en then wt(Xs) < 0. It is proved
in [8] that when p = O(n~1/27¢) and n is sufficiently large, for any fixed
B,~v > 0 a matrix sampled from Xff” is (8,vp)-good with overwhelming
probability. Thus in our case we will have wt(FEs) <t for ¢t = 3¢, and this
concludes the proof.

Universality A defines a random linear code C, hence its minimum
distance ¢ is on the GV bound with high probability. Consider the ex-
pected number of codewords in B(x,r) for & chosen uniformly at ran-
dom, pc(r) = Egerr[|C N B(x,r)|]. Following Dumer, Micciancio and
Sudan [9], we know that uc(r) = 25" . |B(0,7)| (we are interested in
the case ¢ = 2), and that for » = § this number is equal to a certain
constant g > 1. Since each row of M is chosen independently, it holds
Ho(sk) > pt. This completes the first part. For the second part, recall
that Decap(sk,v,) = Mu,. Consider two private keys M # M’: then
Decap(sk, 1) = Decap(sk’, 1) <= M1, = M'), <= (M — M')1p, = 0.
Now, ¢ > k and both M and M’ are generated uniformly at random, so
the matrix N = (M — M') is of full rank k£ with high probability [5], say
p. It follows that (M — M)y, = 0 <= ), = 0. We conclude that the
code-based HPS is (1, v)-universal, for n = pu’ and v = 1 — p.

Ciphertext Indistinguishability. We know that p = O(n~1/27¢), thus
choosing s according to x, produces a vector with weight below the GV
bound. As proved by Fischer and Stern in [11], the vector 1), = As is pseu-
dorandom. Ciphertext indistinguishability follows directly since clearly
the private key M doesn’t carry information about the ciphertext.



Remark 2. We remark that the t-approximate correctness of the scheme
relies heavily on a careful choice of the values p and 7, which are selected
such that s and the rows of E have very low weight. It is easy to see that,
if this condition is not respected, the weight of the corresponding product
FE's grows very quickly. One could in fact imagine an attack scenario aimed
at obtaining an alternative decapsulation key K", in which the attacker
produces a vector s’ # s such that As’ = As, and subsequently uses s’
to get K" as pk - s’. Because of the hardness of SDP, though, such an
attacker would only be able to recover a vector s’ having high weight; for
the above argument, the difference factor F(s + s’) would also have high
weight, hence this attack would not work in practice.

6 The Scheme

In this section, we show how to use the HPS that we presented above to
achieve leakage-resilient public-key encryption. In addition to the “stan-
dard” protocol presented in [2], we have to include an error-correcting
code to deal with the error coming from the approximate correctness.
High error-correction capacity can be achieved, for example, by using
list-decodable codes; Guruswami and Rudra in [15] show how it is possi-
ble to obtain codes that are list-decodable up to a radius 1 — R — ¢, for
any € > 0.

Table 3: Leakage-Resilient Public-Key Encryption Scheme.

Setup Set public parameters as in Table 2, and let m be the length of the plaintexts.
Fix an integer ¢ and set ¢ = ¢t + ¢/, then select an [¢,m] linear code C which
is decodable up to the radius t”.

KeyGen Run KeyGen"™ and return the private key sk = M and the public key pk =
MA+E.

Enc On input a plaintext ¢ € {0,1}™, run Encap(pk) to obtain the pair (¢, K),
sample a random vector z & F5 having wt(z) < t/, then set ¢, = K + z +
Encodec(¢). Finally, output the final ciphertext ¥ = (o, 11).

Dec On input a private key sk = M and a ciphertext ¥ = (3o, ), calculate K’ as
Decap(sk, ¥,) and return the plaintext ¢ = Decodec (K’ + v, ).

As we mentioned above, the correctness of the scheme depends on
the t-approximate correctness of the HPS, and the use of error-correcting
codes. In fact K’ + 1), = Encodec(¢) + Es 4+ z and we expect Es to have



weight less or equal to ¢ and consequently wt(Es+z) < t+t' = t¢". Hence
by applying the decoding algorithm is possible to recover the plaintext ¢.

We now proceed to prove the security of the scheme. We start with a
result from Alwen et al. [2, Theorem 3.1].

Theorem 1. Let H be an (n, v)-universal HPS with key space K = {0, 1}*.
Then H is also A-leakage smooth as long as X < n — € — w(logf) and
v < 2741 + negl(9)).

It is easy to see that the code-based HPS that we described in the previous
section satisfies the conditions of Theorem 1. In addition, we will need
the following computational assumption.

Assumption 1 Let E,s and z be distributed as in Table 3. Then given
E and y = Es + z it is hard to recover s.

One could think to use a generic decoding algorithm (e.g. Information
Set Decoding [22]) or a dedicated decoding algorithm (e.g. bit flipping as
for LDPC codes [12]); all these approaches, however, require at some point
to check the syndrome equations. Because of the presence of z, these
equations can’t be trusted. The attacker would then need to guess the
positions of z, either beforehand, or during the execution of the algorithm.
In both cases, this implies a huge computational effort: there are in fact
N = ZE/:O (TZL) possibilities for z. Therefore, it is plausible to assume that
there is no efficient way to recover s.

We are now ready to prove the following theorem.

Theorem 2. Given that Assumption 1 holds, the scheme in Table 3 is
semantically secure against \-key-leakage attacks.

Proof. For our security analysis we use a sequence of games. This is in-
spired by the proof of [2, Theorem 4.1], although a few ad hoc modifica-
tions are needed, due to the particular nature of our scheme.

Game 0: This is the semantic security game with leakage A as presented
in Definition 9.

Game 1: This game proceeds exactly as Game 0, except that we mod-
ify the encryption oracle as follows. We calculate (¢, K) = Encap(pk)
as usual, but instead of using K for encrypting the message, we use
K' = Decap(sk,1,). Because of the approximate correctness, we have



to artificially add some noise to preserve the structure of the ciphertext.
We thus generate a random vector y of weight less or equal to t”, ac-
cording to the same distribution of E's + z. The challenge ciphertext will
then be (¢, ¢F), where ¢ = 1, and ¢} = K’ + y + Encodec (). Now,
suppose the adversary is in possession of the private key. In order to dis-
tinguish between the two games, it could easily recover E from pk and
y from v} and try to solve for s. However, because of Assumption 1, we
claim that there is no efficient way to do this. Hence, the two games are
computationally indistinguishable.

Game 2: This is the same as Game 1, but we modify again the en-
cryption oracle, now replacing a valid ciphertext with an invalid one.
More precisely, we calculate 1), = Encap®(pk) and K’ = Decap(sk, ),
then return the challenge ciphertext (i, v7) where ¥} = 1, and ¥} =
K’ + y + Encodec(¢y). By the ciphertext indistinguishability property of
the scheme, the two games are computationally indistinguishable. Note
that, by definition, this indistinguishability holds even if the whole pri-
vate key is revealed, hence in particular it holds for any bounded leakage

F(sh).

Game 3: In Game 3 we proceed as in Game 2, but now we generate
¥¥ as a uniformly random string. That is, we calculate ¥¥ = Encap*(pk)

and 7 ﬁ F2", then return the challenge ciphertext (¢}, ¢7). Game 2 and
Game 3 are statistically indistinguishable because of the leakage smooth-
ness property.

Finally, in Game 3 the advantage of any adversary A is equal to 0, since
this is independent from the chosen bit b. This completes the proof.
O

7 Conclusions

We have shown how to construct an HPS based on coding theory assump-
tions. The public-key encryption scheme that is based on it is inspired
by a framework from Alwen et al. [2]; however we do not need to use
randomness extractors to achieve semantic security against key-leakage
attacks. This is because of the universality of our HPS construction. We
remark that our scheme is but a first step towards achieving efficient
leakage-resilient code-based encryption schemes. We thus hope to stimu-
late discussion about some open questions that stem from this work. For



example, it would be important to improve the scheme in order to re-
sist chosen-ciphertext attacks, without having to use impractical variants
such as the one based on the Naor-Yung “double encryption” paradigm
presented in [21].
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