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Abstract. In the paper we investigate a problem of face recognition in
uncontrolled environment — distorted by occlusion, shadows and other
local modifications. Such problems are very common for real-world con-
ditions, thus the presented algorithm allows to eliminate them. It is based
on dimensionality reduction approach (two-dimensional Karhunen-Loéve
Transform) and distance-based classification. We use simple transforma-
tions involving face normalization and individual facial regions extrac-
tion as a pre-processing. Then, we perform independent recognition of
extracted facial regions and combine the results in order to make a fi-
nal classification. The results of experiments conducted on images taken
from 9 publicly available datasets show that a quite simple algorithm
is capable of successful recognition without high computing power re-
quirements, as opposite to more sophisticated methods presented in the
literature. As it was proved, the presented approach gives significantly
better efficiency than a whole image-based recognition.

Keywords: face recognition, subspace method, dimensionality reduc-
tion, PCA

1 Introduction

The problem of automatic face recognition continuously attracts scientists inter-
est. The review of literature and closer look at practical implementations show
that although it might has been successfully solved, due to its broad character-
istic, it is still interesting. This constant interest is motivated by the observation
that most of the proposed solutions operate mainly in the very narrow real-world
conditions (i.e. in the controlled conditions of imaging, with strictly defined il-
lumination, orientation, pose, expression etc.).

The continuous research in this area is influenced also by the fact that facial
recognition algorithms are to be implemented in the devices having low process-
ing power and very limited resources like smartphones and tablets. Hence, robust
solutions as simple as possible, yet without suffering from significant performance
degradation are still needed.
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One of the most important problems in face recognition is a low quality of
input data processed by a typical Face Recognition System (FaReS). It should
be noted, that the quality is often degraded by two main types of distortions
observed in the face area: variable lighting and occlusions/incompleteness of face
portrait.

Several examples of face occlusions or similar local distortions that can be
found in practice are presented in Fig.1. As it can be seen, they include full
occlusion of different face areas, partial occlusion by an independent object,
local intensity changes or total information loss in a limited region of face. Those
problems highly degrade the performance of FaReS, thus this is the main reason
of lasting interest of researchers [1].

Fig. 1. Real distortion examples in the face area

It should be also emphasized, that in practice we have an access to a limited
training database, thus we have to solve the facial portrait recognition without
extending FaReS database with images having all possible variants of global
and/or local distortions (in contrast to setups defined in [1]). The literature
review shows also, that recognizing images under occlusion requires a careful
selection of invariant features. Apart from many complex geometry-based ap-
proaches, there are several simple appearance-based methods that combine a
few elementary features to describe an image, like Gabor Features[2] or LBP
Features [3]. However they lead to the very complex multi-tier algorithms, which
is unusable in low-performance devices.

One of the most popular approaches to face recognition employs Principal
Component Analysis (PCA) also known as Karhunen-Loeve Transform (KLT)
[1,4,6-9]. There has been many scientific works published in the recent years
related to the data dimensionality reduction by means of PCA/KLT, as well as
their application to the face recognition problem taking into account the two-
dimensional characteristics of images. Such algorithms have got different names
i.e. 2DPCA [10,11] or MatPCA [12]. However, most of them are associated with
the processing of two-dimensional data by means of data reduction algorithms
performed along one dimension only or by dividing an image into smaller parts
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and reducing them with help of classical PCA. Moreover, those methods operate
on fully visible facial portraits not considering a problem of occlusion and local
distortions.

The literature review shows that there is a few attempts to deal with above
problems, however they are still not fully solved. An interesting approach was
presented by the authors of [13]. They address a problem of reconstructing images
using so called Fast-Robust PCA. The experimental part proves that it is possible
to rebuild missing pixels in images of known class, however it is computation-
ally expensive. The improved method presented in [14] proved that it is possible
to reconstruct distorted pixels in facial portraits using a modified (faster) PCA
approach. That method makes it possible to reconstruct occluded regions of the
face using Fast Weighted Principal Component Analysis (FW-PCA). The oc-
cluded regions are detected and recursively updated. Unfortunately, the authors
do not address the problem of recognition accuracy. The extension of classical
PCA, called Lophoscopic PCA, aimed at recognition of images under occlusion
was presented in [15]. The authors covered only small parts of faces (one part a
time) which do not represent real-life conditions. Moreover, the main drawback
of above method is a complex and time-consuming calculations (six times slower
than a classical PCA).

Another interesting algorithm was presented in [16]. The authors propose an
approach which consists of first detecting the presence of scarf/sunglasses and
then processing the non-occluded facial regions only. The occlusion detection
problem is solved using Gabor wavelets, PCA and Support Vector Machines
(SVM), while the recognition of the non-occluded facial part is performed using
block-based Local Binary Patterns (LBP). The main drawback in this case is
the assumption about the presence of sunglasses or the scarf, not taking into
account other distortions. Moreover, LBP are not the most optimal face recog-
nition approach. On more interesting approach was presented in [17], however
that solution is devoted to a removal of one specific object, namely glasses.

The general disadvantage of above methods is the computational complexity
coming from the iterative nature of calculating a reconstructed image or the
need of detecting occluded regions. Thus, it is a major drawback when it comes
to robust and fast face recognition.

In this paper we focus on a method involving dimensionality reduction ap-
proach operating in two-dimensional domain of KLT, as it proved to be very
efficient, yet not very computationally expensive, especially in case of currently
available computing power. We present an algorithm of solving occlusion problem
in the aspect of facial portraits recognition, which is much simpler in comparison
to the above presented approaches, yet its efficiency is very similar. It employs
a template database that does not include images with local distortions. At the
stage of preprocessing it uses face normalization and facial regions extraction. At
the stage of feature extraction it uses 2DPCA /2DKLT as the only instruments
of transformation of original data into the low dimensional space [18]. Finally,
obtained feature vectors are used at classification step (using simple distance
metrics).
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2 Processing Algorithm

The main idea behind the recognition algorithm is the observation, that in most
cases faces are occluded only to some extent. If a human being is able to recognize
such an occluded portrait, a computer also can do it. So we assume the following.
If we can successfully recognize most of facial parts, then we can decide about
the recognition of the whole face.

Facial portraits have different geometrical characteristics, hence it is impor-
tant to normalize them. Here we assume to have en face portraits. The pre-
processing of such images includes orientation normalization (based on eyes
positions), face cropping and scale standardization. For the purpose of experi-
ments presented in this paper, the eyes positions were marked manually, hoverer
it seems that using some sort of automatic approach (i.e. Viola-Jones detector)
may give similar results. The intermediate results of pre-processing are presented
in Fig.2.

Then, the distances between salient points are used to crop individual face
parts: forehead, eyes, nose and mouth/chin. Such distances used at this stage
are derived from the distance between eyes (a in Fig.2): b= 1.5%a, ¢ = 1.8 x a,
and d =2 xa.

Fig. 2. Processing stages: original image, orientation normalization, scale standardiza-
tion, salient point detection, facial areas extraction

The recognition algorithm consists of several stages: image pre-processing,
facial regions extraction, dimensionality reduction, and recognition. The last
stage includes parallel classification in multiple sub-spaces and final voting. In
our proposition we divide a face into five, non-overlapping parts and perform an
independent recognition on these parts. Such decomposition is motivated by a
natural structure of face with five clearly distinguishable areas. As a result, we
get several recognition results related to forehead, eyes, nose and mouth/chin
areas. Each part belongs to a certain individual enrolled in the database. When
we perform a voting on those results we get the final recognition result based on
majority of votes.

The recognition scheme is presented in Fig.3. The Facial Region Extraction
is a block responsible for face region extraction, 2DKLT is a dimensionality
reduction stage, C is a comparator (distance metrics) and Result blocks represent
individual recognition results.
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Fig. 3. Recognition scheme

Recognition of images is performed in subspaces related to each individual
facial region. While the database images were registered in a precise manner (eyes
positions were marked manually), test images are cropped in an approximate
manner (since there is no guarantee, the eyes are visible). If the eyes are covered
or impossible to localize, some different salient point detector may be used in
order to calculate appropriate proportions (i.e. [2]).

Each region forms a database with reduced features and an information about
the individual (owner of this particular part). We employ two-dimensional vari-
ant of well-known PCA /KLT approach as it makes it possible to obtain a com-
pact representation of features [18]. As a distance metrics Dy, for individual
regions (k =1,2,...5) we use the Chebyshev distance defined on a vector space
where the distance between two feature vectors P and @ is the greatest of their
differences along any (i-th) coordinate dimension:

D(P,Q) = max((pi — ai). M

Then we use a 1-Nearest Neighbor approach to find a class center (average vector
for all elements in each class), which is the closest one. Finally we perform a
voting on the individual results Dj, Do, ... Ds. We use simply the mode average
of all votes, hence the majority indicates the class of the input image. Such an
approach results in a fast and reliable recognition without high computational
overhead.

Another interesting and practically important feature of presented approach
is the possibility to compute a level of confidence. It is evaluated as a number of
unanimous votes to the total number of votes. For example, if the voting results
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in 3 votes indicating the same class (the rest 2 votes indicate different classes),
then the level of confidence is equal to 3/5. The minimal acceptable confidence
level is equal to 2/5 (40%). Hence we can evaluate the quality of recognition and
give a hint to the human operator about the system’s performance.

In the voting scheme, there can occur a special case, when there is an equality
situation among the votes, i.e. two of the regions say one identity, and two other
regions say another identity. It should be noted, that we do not weight the
individual results (we do not consider one part of a face be more important than
another). Hence, the system results in a identity that is associated with face parts
placed in the upper part of the head. In the future, some more sophisticated
solutions could be employed, such as presented in [19].

3 Experiments

First, it should be noted, that there is no publicly available large database aimed
at testing face recognition under occlusion. One possibility is to use AR database
[20] which features frontal view faces with different facial expressions, illumina-
tion conditions, and occlusions (sun glasses and scarf). However it does not
incorporate images with occlusions of different type, i.e. by independent objects,
strong local shadows etc. Thus, the experiments were performed on a self-created
database containing images taken from 9 officially available sets: Olivetti Re-
search Lab (AT&T) [21]: 400 images (40 individuals, 10 image per class); Bio ID
[22]: 1520 images (23 individuals); Nottingham DB [23]: 465 images (71 individ-
uals); JAFFE DB [24]: 213 images (10 individuals); Georgia Tech Face Database
[25]: 750 images (50 individuals); Aberdeen DB [26]: 690 images (90 individuals);
Caltech Faces 1999 [27]: 450 images (27 individuals); Pain Expression [28]: 599
images (23 individuals); FEI Face Database [29]: 2800 images (200 individuals);

The final database consist of en face portraits only, thus many original images
were excluded. All images were converted to grayscale and re-scaled to 160 x 120
pixels. The dimensions of each facial region extracted from facial portraits are
presented in Tab.1. The total number of images is equal to 3445 divided into 365
classes. Each class contains 4 — 24 images (depending on the source database).
The database was split into learning and testing datasest in a random way, so the
learning set contains 3106 and the testing set 1695 images (5 distortion variants
for each of 339 base images, respectively).

Table 1. Dimensions of images representing face regions and mean images

| Face part |width[height|% of area] H
Forehead 120 53 33

Left eye | 60 | 36 1 |

Right eye 60 36 11 [

Nose 120 26 17
Mouth/Chin| 120 | 45 28 -
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The testing images were altered (using simulated occlusion) and divided into
5 categories, related to the distortion type. Fach category is characterized by
the area of distortion, the form of distortion and the mean information loss (in
terms of the number of pixels changed in comparison to the original image). The
information loss/distortion of each part of a face is presented in Tab. 2. The
following categories of distortions are included in the database (the examples of
simulated images representing above distortions were presented in Fig. 4):

(A) Reference images (with no distortions);

(B) Eyes covered; mean information loss: 16%;

(C) Face area covered with randomly placed object; mean information loss: 13%;
(D) Face area with lower intensity; mean information loss: 28 %;

(E)

E) Randomly covered face area; mean information loss: 36 %.

Fig. 4. Distortion examples used in the experiments (B, C, D, and E, respectively)

Table 2. Mean information loss in terms of percentage of changed (lost) pixels in each
part in comparison to the each part area and the whole image, respectively

Face part Distortion category
B C D E
Forehead 0 (0 1.7 (0.6) | 9.2 (3.1) | 39 (12.9)
Left eye [72.3 (8.1)| 4.1 (0.5) | 13.9 (1.6) | 22 (2.5)
Right eye | 71 (8) [22.7 (2.6)|48.7 (5.5) | 20 (2.3)
Nose 0 (0) [22.6 (3.7)] 44.3 (7.2) | 33.8 (5.5)
Mouth/Chin| 0 (0) |20.5 (5.8)|40.2 (11.3)|44.6 (12.5)

We performed recognition employing 16, 100 and 400 principal components per
image region (80, 500 and 2000 PCs per face image, respectively). In order to
evaluate the performance of our method, we additionally performed a recogni-
tion of whole images employing 100 and 400 PCs. The results of recognition of
sample images are presented in Fig.5, where query means testing image, recon-
struction represents image composed of individually recognized regions, result(1)
represents our algorithms while result(2) shows recognition by whole image ap-
proach. The group of pictures on the left hand side show the results where the
accuracies of region-based and whole image-based recognition are equal. On the
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right hand side of the figure, the results of region-based approach are superior
to whole image-based approach.

query reconstruction  result (1) result (2) query reconstruction  result (1)  result (2)

- B

Fig. 5. Sample recognition results

The comparative results are presented in Fig.6. As it can be seen, the recog-
nition of undistorted faces involving whole images - case (A) - gives the highest
accuracy (97.6% vs. 95%). In case of portraits with eyes covered with black rect-
angle - case (B) - presented method of recognition provides lower rate (83.8%
vs. 88.5%). Images covered with independent object - case (C) - give the high-
est recognition rate for whole-image approach (93.8% vs. 90.9%). The rest two
cases (D) and (E), where the information loss is the highest show the true po-
tential of presented method. The recognition rates for these distortion types and
region-based processing are equal to 63.1% vs. 56.9% and 44.2%, respectively.

4 Summary

We presented a novel algorithm of recognizing facial portraits under local distor-
tions (occlusion, shadows, intensity change). It incorporates face normalization,
extraction of individual face regions, dimensionality reduction and classification
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Fig. 6. Comparison of recognition performance for different variants of methods

in multiple sub-spaces. The final result is obtained by a voting with a majority
principle. The results of experiments performed on large database show the su-
periority of developed method over traditional approach, mainly in case of large
information loss. In case of images not influenced by above distortions, the recog-
nition rate is similar. Although, we did not investigated the influence of low light
intensity or degraded image quality (in case of low resolution and low sensitivity
cameras), we think the presented method based on PCA is able to cope with
such problems (as it has been proved in the literature many times before). In
future, another extension of 2DPCA may be employed, namely the processing
of colour images [30], in order to make the whole approach more robust and
capable of distinguishing between facial and non-facial features.
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