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Abstract. Today’s buyer markets and lean supply chains reduiild-to-order
assembly systems with just-in-sequence (JIS) détise Simultaneously pro-
duction systems have become prone to supply detges (i.e. events) that en-
danger the synchronized delivery of all JIS compisiéo the assembly line. To
uphold production sequence stability, reschedubnyequently required. Cur-
rent methods, however, make assumptions that éee ofsufficiently aligned
with real-world problems and focus on productiosuiss while neglecting the
implications of today’s tight integration of suppthain with production proc-
esses. To this end, this contribution derives &ggrmmodel of a mixed model
assembly line. It then proposes and evaluates anteliven rescheduling
model for JIS deliveries. The results indicate tfeatork due to missing JIS
components can be avoided without compromisingoperdnce.

Keywords. Just-In-Sequence, Mixed-Model Assembly Line, Redalieg

1 Introduction

Today's buyer markets have forced production systémnshift towards mass cus-
tomization, where a large product portfolio and snanstomization options are key
success factors for winning customer orders andadripg competitiveness [9]. Thus,
customer-specific products replaced standardizes$,oin the course of which fore-
casting-based build-to-stock production strategiese abandoned in favour of build-
to-order (BTO). It is a demand-driven productiompayach where a product is sched
uled and built in response to a confirmed custoarder [6]. Since neither demand
volume nor product configurations can be anticigatewever, inventories for highly
individualized, costly components were replacedlist-in-sequence (JIS) deliver-
ies. Thus, today a customer order triggers theeestipply chain (SC) where several
supply sequences of customer-specific componentgeneto one ‘pearl chain’ on an

OEM'’s assembly line, which has two drawbacks. Fitgt production volume of the



SC has to align itself with volatile customer degharequiring flexible and respon-
sive systems [3, 5]. Second, disturbances in Jd8gsses endanger the synchronized
merging of all supply sequences at the OEM andaisembly of a customer-specific
product from the respective components [1, 18].

This paper investigates the latter issue becawsey/® global supply networks are
prone to disturbances that range from deviationg. teansport delays) to disasters
(e.g. floods) [2]. Through the seamless connectibrlean processes with neither
stock nor time buffers, manufacturers are unpretkeigainst disturbances that desta-
bilize the SC system [15]. Risk management canaediue potential for disasters but
it can neither prevent nor efficiently address s$enadlisruptions and deviations. In
these cases companies need a supply chain eveagamant (SCEM) system that
identifies disturbances (i.e. events) early throagtomprehensive real-time monitor-
ing system (e.g. RFID-based) and suggests courgasunes. These reactions have an
operational focus and try to uphold an efficiertdarction despite impending knock-
on effects of events. One large group of measilresides e.g. the reintroduction of
time and stock buffers, are adaptions of the prtducschedule and thus, the pearl
chain sequence. However, rescheduling methods raakemptions that are often
insufficiently aligned with real-world problems [124, 13] and focus solely on pro-
duction issues while neglecting the implicationgazfay’s tight integration of supply
chain with production processes. Despite ample oustH16, 19, 17], planers still
find it difficult to react to events and to holdetbupply chain stable. Hence, this paper
proposes and evaluates a rescheduling approaehgdear! chain sequence of a BTO
assembly line that includes implications of evertre JIS delivery processes.

2 Literaturereview

The scheduling environment is divided into a staticd dynamic environment [19,
16]. In the former, a finite set of orders has &odeheduled without the presence of
uncertainty. This paper assumeslymamic and stochastic environment in which an
infinite set of orders is subject to uncertaintysofme parameters. A scheduling prob-
lem of a manufacturer is specified further with thgf | y notation [13] that refer to
the machine environment, processing characteriatidthe scheduling objective.

Two of the more compleriachine environments are job and flow shops that are
characterized by the existence or lack of prockss ¥ariability, which is due to a
multiple stage production process [13]. We modBIMAL and consequently a flow
shop where every order has to be processed orathe sequential stages. Assump-
tions for processing characteristics of flow shops differ considerably from job shops
and often exclude preemption (i.e. interruptionpobcessing), recirculation, setup
times, and machine breakdowns [17]. One importharacteristic of flow shops is
the availability and size of buffers (i.e. in-prgseinventories) between stations. A
limited buffer implies blocking while a no-wait gge like the tact-driven, constantly
moving MMAL considered in this paper demands thateos cannot wait between
stations and thus production start is delayed rticessing is ensured [13]. The
problem can be framed aspeoportionate flow shop problem with equal processing



times at each station and without intermittent éxdf(MMAL does not halt). The
(re)-scheduling objective aims either at operational (e.g. asset utilizationmarket
targets (on-time deliveries) [13]. For instancekaspan is the completion time of the
last scheduled order. Its minimization implies adaitilization [13]. Other measures
are often a variation of the earliness/tardinegerawn that are sometimes combined
with the nervousness criterion to balance permanat[10].

In practice, scheduling is driven by uncertaintd][While rescheduling is driven
by the occurrence of a disturbance. Both concegisbe applied to different degrees
in a dynamic and stochastic environment. Approachiés a focus that is entirely
offline (i.e. robust scheduling) devise an initsdhedule that is not updated while
online approaches (i.e. totally reactive schedjlimgke all processing decision lo-
cally in real-time. A representative for the latiethe choice of the most appropriate
dispatching rule [7]. In a dynamic and stochastiwimnment, predictive-reactive
scheduling is the only approach that combines adiegand rescheduling [19, 16].
It follows a two-step approach where an initial esthle is devised (generation step)
and then updated (control step). The interval ofipdate step is defined as periodic,
event-driven, or a combination of both. Since tt& deliveries to the assembly sys-
tem are disrupted, a predictive-reactive (re)-salied with an event-driven policy is
employed. A final aspect is the applied repairtetyg that takes effect when a policy
triggers a rescheduling. It is characterized by degree to which it overhauls the
initial schedule (partial or complete). This papeesents a partial repair strategy for
event-prone JIS deliveries to BTO production system

3 Problem for mulation

Fig. 1 illustrates a tractor assembly line. From ¥irtual order bank (VOB), customer
orders are sequenced on a weekly basis throughealgling based on order priority.
The scheduled sequence is one week long and fireproduction programme for
week 5 — i.e. specific assembly times and the aécgrdelivery dates for JIS compo-
nents. The preceding 4 weeks were scheduled earéeconstitute the frozen zone. It
is a pearl chain of over 1200 customer-specifieesdhat will be assembled over 4
weeks. The length of the frozen zone is determmethe JIS supplier with the long-
est order to delivery (OTD) time. Around 10 compuatseof the tractor (e.g. drive) are
delivered JIS. For each component, a customer kbaose between several versions.
Thus, each JIS supplier has his own customer-spesgfjuence that runs in parallel
to the order sequence of the manufacturer. Thegoalerge on the assembly line.

From this use case, a model is developed thatrisrgbzable for most BTO as-
sembly systems with JIS deliveries (e.g. automaiigistry). Customer orders for a
single product arrive randomly in the VOB (see Rigand Fig. 2), modelled through
the Poisson process with exponentially distribied/al intervalsh. Customer orders
are associated with an order timeand a random committed due de¢hat is bound
on the lower end by the minimum OTD time of the @ymetwork and its double on
the upper end. These limits are largely in accardamith an empirical investigation
at the case partner, where they were found todoed4l2 weeks respectively [8].
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Fig. 1. Industrial case study

The SC consists dfl suppliers (1< m < M) that each supplies one station at the
MMAL with a component family that comprisé$ products (1< n < N) (Fig. 2).
When ordering, a customer can select a specificpomentn of each family to cus-
tomize his product. The sum of components orderec ltustomer constitutes his
individual product configuration that is source&.JEach suppliem has a specific
OTD time{, that is subject to random variation due to distndes. New orders that
are not yet sequenced are part of the VOB (se€?lrighere orders are sorted by due
dated; from latest to earliest. A one week productionestiie is devised weekly with
component orders being sent to the suppliers. Withe scheduled sequence bf
customer orders (X <J), each ordej is associated with a fixed assembly sequence
positions; and thus, a release datevhen final assembly is scheduled to start.

VOB / Scheduling Rescheduling (4+1 weeks)
Order . Mixed model
process i, i, T, M assembly line
Order bank : :
Poees " e
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Fig. 2. MMAL model with JIS component deliveries

The newly scheduled component orders then sucetgsinter the frozen zones of
the M suppliers, depending am and the supplier-specific lead tinjg (see Fig. 2).
Once an order enters the frozen zone of suppljghe production of component;
has begun. Due to this supply chain setup, the animedel assembly line (MMAL)
assembles a total af' product variants. Using the| £ | y notation aFm | py=p; [>T,

/ J production system is modelled. It ispeoportionate flow shop problem (PFSP)
with m work stations in series; the processing tirpgsof orderj on stationm are
identical and equal t@;; the objective function is to minimize the averageer-



related delivery delay. We assume the MMAL to bblack box where processing
times are deterministic and known. A resequenciithinvthe MMAL is excluded
(i.e. no mixed-bank buffers [12]). Orders that aainbhe assembled due to missing
components are moved to the rework area. Compteidelrs are shipped to the cus-
tomer and the order-specific tardiness is reco(demmpletion timeg; > d)).

4  Themultiple per mutable subsequences concept

Although providing planning stability, a long frazeone of e.g. 4 weeks leads to an
increase of the probability that disturbances aféepplier sequences. The mismatch
between real and planned state of ordered comp®mentilts in delayed or failed
deliveries [4]. Because components are customeasifgpen either case the current
sequence positiog of an ordef cannot be hold. Fig. 3 illustrates removal strigeg

1. Rework ~@H2HAD-LHO)-EH(6)-FHR) ;E?urlllout @@@@eeoego
L. © 2@@990@2 ® Ll pe000000T

Fig. 3. Removal strategies for affected customer orders

The case partner currently moves affected ordetheend of the sequence and ad-
vances all others (third strategy in Fig. 3), whiths several implications. First,
schedule changes have to be communicated to aBupifliers, who in turn have to
provide the components of advanced orders faster ttieir frozen zone, which is not
always possible and compromises product qualitgh(jobs). In urgent cases, emer-
gency transports are devised. Second, the reséhgdublicy avoids an empty tact
but decreases pearl chain stability since the ramaivone order alters the position of
the others. This leads to suboptimal due date adberand confusion on the shop
floor. The latter refers to difficulties in aligrdrthe material flow of the right compo-
nents with the correct machines. Third, high inditgbwith missing or wrong mate-
rial coupled with a continuously moving assembhgeliresults in rework. While as-
sembly takes a few days, rework can take weekt#hdujeopardizing due dates.

To avoid these drawbacks, it is assumed that clestonders are only moved back
in the sequence. Thus, strategies two and thréggin3 are invalidated and only ‘re-
work’ and ‘empty tact’ remain. The rework strategflects today’s supply networks
that lack real-time monitoring systems. Componghtd are delayed or failed are
only noticed at the OEM when assembly and composemiences cannot be aligned.
The unfinished product then moves to the reworla aafter assembly. Through a
continuously monitored supply chain costly rewaslavoided because orders can be
removed from the sequence when components areteaffdry an event. This ap-
proach, however, poses the question where the resinoxder is reinserted into the
sequence. To this end, we propose riudtiple permutable subsequences approach
that is based on the insight that the frozen zaendivided into several component
sequences that differ in length due to individuaDQtimes of JIS suppliers (Fig. 4).
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Fig. 4. Trade-off between schedule optimality and nerveasrduring rescheduling

Fig. 2 and Fig. 4 (starting wit = 13) show that within theotally permutable subse-
guence (TPS)n, orders are easily rescheduled because componmen®tin produc-
tion. Hence, the TPS is reduced whenever an omtersthe frozen zone of the sup-
plier with the longest OTD, marking the beginnirfglee partially permutable subse-
guences (PPS)r,. Thus, while one component is affected by an ewather compo-
nents that are already in production would stilldeéivered on time, which a resched-
uling strategy needs to consider. Fig. 4 showsetkteategies based on the individual
order step size for reinserting an order when ib ithe PPSstep, hop andleap. The
step strategy moves every order, starting withdélayed order, one sequence posi-
tion back, resulting in high nervousness but lomalated delivery delay. In contrast,
the hop strategy removes orders based on a critéig., due date) to balance indica-
tors. Lastly, the leap strategy removes an ordemfits current position and moves it
to the back of the affected component sequence (oo s = 8 tos = 13 in Fig. 4).
All order sequence positions behind the reinsedtet®r are then increased by one.
The resulting empty position (e.g,= 8 in Fig. 4) can be filled if another order fur-
ther down in the sequence is delayed or failed.

5 Evaluation

The model with the rework and leap strategies wademented into Plant Simulation
from Siemens PLM Software. The MMAL is supplied ®JIS suppliers (drive, en-
gine, and cabin) with a respective lead time of B,and 6 days and an on-time de-
livery reliability of 86, 91 and 97% respectivelgach supplier offers 4 different
component versions that are randomly chosen bydlséomer, whose orders arrive
according to the Poisson process in mean intenfed8® minutes. The MMAL assem-
bles 64 different variants and runs at a tact toh&0 minutes. If during assembly
customer-specific components are missing, the asd@ioved to the rework area. The
simulation ran for 100 days, including a calibratthase of around 30 days.

Fig. 5 compares the performance of the rework aead ktrategies. As outlined ear-
lier, the foremost objective is to have products to not require rework after assem-
bly. The leap strategy fulfils this requirementibgreasing the assembly volume by
23.6% (i.e. products that do not need rework) whitaually eliminating rework that
is due to missing components. Through the delajph®fproduct assembly for orders
where components are missing, however, the overatluction volume is decreased



by 3.2% over the simulation time. Furthermore, &ltof 765 sequence positions
remained empty due to the order removal, whichceduhe utilization of the assem-
bly line. The comparison between rework and leaptlits indicator is misleading,
however, because work stations that lack the cbo@moponent are also idle when the
rework strategy is applied. Thus, the differencelfifization between the two strate-
gies is less than Fig. 5 suggests. The final indics the number of sequence posi-
tions that were filled through the application loé leap strategy. These 270 positions
became empty through a problem in the supply cfmian order but were filled at a
later point in time through the inserting of anatbeder further downstream. As pre-
dicted in Fig. 4 and shown in Fig. 5, the leaptsyg is associated with a poor per-
formance in regard to the average product delidedgy. It rises from about 4 hours
for the rework strategy to more than 20 hours wiherneap strategy is applied.

-3.2% +23.6%

4000 ’j’ = 20:00:00
3300 565 3559 :
3000 !
2
2500 Scope for other
2000 rescheduling strategies
1500 =100%
1000 | l g O
500 . 6 0 765 0 270 2 200
0 : " g $ 2 8 @ 8 ¢
Total volume Assembly  Rework volume Lostassembly Filled positions g 3 s 2 g g 3
volume positions 8 g2 8 8 8 8 8
8 8 8 8 8 8 8 8
Simulation time [days]

mRework = Leap

Fig. 5. Comparison of the rework and leap strategies

6 Summary

Modern BTO production systems are characterizetbWwyinventories for main com-
ponents that are sourced JIS. The respective caanp@equences merge seamlessly
on the assembly line into a customer-specific pcbdirends like global sourcing and
lean management, however, have virtually elimindted scope for variation in the
supply processes. Thus, small and large events aligple the synchronization of the
individual component sequences. A SCEM system iflenthese disturbances early
through a comprehensive real-time monitoring sysi@oh suggests counter-measures.
To repair the affected production sequence, thieparesents the multiple permuta-
ble subsequences concept that divides the frozea o several subsequences of
diminishing rescheduling flexibility. The evaluatidor one strategy (‘leap’) showed
that through the early removal of affected custoorelers from the sequence costly
rework due to missing JIS components is avoidedcesthe strategy moves an order
to the end of the partially permutable subsequehogever, the average product
delivery delay is worse when compared to the stquues Thus, future work focuses
on the implementation and evaluation of other stiats that increase performance.
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