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Abstract.  To achieve the highest levels of power reduction, embedded systems 
must be conceived as low-power devices, since the early stages of the design 
process. The proposed Model-Based-Development process uses Synchronous 
Finite State Machines (SFSM) to model the behavior of low-power devices. 
This methodology is aimed at devices at the lower-end of the complexity spec-
trum, as long as the device behavior can be modeled as SFSM. The implemen-
tation requires a single timer to provide the SFSM clock. The energy reduction 
is obtained by changing the state of the processor to a low-power state, such as 
deep-sleep. 
The main contribution is the use of a methodology where energy consumption 
awareness is a concern from the early stages of the design cycle, and not an af-
terthought to the implementation phase. 

 

Keywords:  Synchronous finite state machine, energy consumption, ARM mi-
crocontroller, Tankless water heater, Model-Based-Development. 

1 Introduction 

The reduction of power consumption by embedded devices has become a major 
concern for designers for three main reasons: (1) Global electrical energy consump-
tion is growing at a rate close to 40% per decade [1] and embedded devices, in the 
order of 100 billion, contribute to this consumption; (2) many embedded devices, 
mainly due to mobility requirements, are battery powered (using both rechargeable 
and non-rechargeable batteries) and lower consumption results in a longer usage time 
and less pollution to the environment; (3) in a futuristic view, embedded devices will 
harvest energy from the environment, thus disposing of a very limited energy budget. 

Bohn [2] presents a futuristic scenario of Ambiental Intelligence where a large 
number of embedded devices will be present in our surroundings, including clothes, 
appliances, and most of the equipment that we use daily. This ubiquitous network of 



devices, many being of very small dimensions, will benefit from the approach of En-
ergy Harvesting, i.e. the use of the energy sources in our surroundings, including 
moving objects, vibrating machine parts, changes in temperature, light and other elec-
tromagnetic waves. Since the amount of energy obtainable by Energy Harvesting is 
usually very small, such devices will be required to have extremely low power con-
sumption levels, in the order of tens to hundreds of µW [3]. 

To achieve the lowest possible levels of energy consumption, the low-power re-
quirements must be a major concern since the early stages of development. The pro-
posed methodology addresses this concern by the use of Synchronous Finite State 
Machines (SFSM) as it is a modeling approach that is prone to low-power implemen-
tation. A straightforward implementation of putting the processor in deep-sleep mode 
between clock ticks of the SFSM results in very low consumption levels combined 
with low resources usage: just a timer is required. 

2 Problem Domain 

2.1 Approaches for the Reduction of Energy Consumption in Embedded 
Systems 

There are many approaches to achieve energy consumption reduction in Embedded 
Systems [4]. These can be categorized in four classes: 

• Hardware: these are hardware design techniques including lower supply voltage, 
lower processor clock frequencies, low power functional blocks design and low 
power operating modes. 

• Computer Architecture and Compilers: concerns the instruction-set design tech-
niques and the appropriate use of the instruction-set by the compilers [5],[6]. 

• RTOS: the kernel can manage the system’s energy consumption by changing to 
low-power modes or reducing the processing power [7],[10]. 

• Application: the applications can change state to low-power requirement modes 
whenever their processing needs allow so [4]. 

The methodology proposed in this paper falls into the Application class. 
Our approach uses a very straightforward mechanism of changing the state of the 

processor to sleep-state, where power consumption is minimal and the CPU is not 
operating. Another approach is used in Chameleon [13], an application level power 
management system that controls DVFS settings.  

2.2 Synchronous Finite State Machines 

A Synchronous Finite State Machine performs state transitions only when its clock 
ticks. Hence, its transitions are synchronous, as opposed to Asynchronous Finite State 
Machines where transitions may occur as soon as an external event triggers them. 

One important difference between SFSM and AFSM is depicted in Fig. 1 where a 
SFMS is presented. The initial state is A. The occurrence of the event ev1 enables a 



transition to state B. This transition occurs only on the next clock tick. Between two 
consecutive clock ticks, more than one event may occur. This situation is illustrated 
by the transition from state B to state A. This transition is enabled if both events ev1 
and ev2 occurred between two consecutive clock ticks. 

 

Fig. 1. Example of a State Diagram of a SFSM 

3 Related Work 

The reduction of energy consumption in embedded systems has been the research 
subject for several decades already. All the approaches listed in Section 2.1 have been 
analyzed. Ishihara [8] presents techniques for analysis and measurements in embed-
ded systems, so that energy consumption reduction techniques can be evaluated. Ti-
wari [9] presents a methodology for embedded software energy consumption analysis. 

Venkatachalam [5] presents a survey of the available techniques for energy con-
sumption reduction in embedded systems. These techniques can be applied at several 
levels: circuit, systems, architecture and applications. 

At circuit level, most of the power consumption is due to charging the intrinsic ca-
pacitances in digital circuits. Power is a function of the capacitance, clock frequency 
and the square of the supply voltage. The Dynamic Voltage Scaling (DVS) technique 
is frequently used to reduce power consumption. It consists of the reduction in the 
supply voltage and clock frequency whenever the system does not require its full 
processing speed. 

Other circuit level techniques comprise the reduction of transistor sizes in the IC 
fabrication process, thus, diminishing the intrinsic capacitances, as well as logic gates 
restructuring to reduce the amount of switching needed. Concerning the buses, some 
of the applied techniques are the reduction of switching frequency, crosstalk, and 
signal amplitude, as well as bus segmentation and bus precharging. 

At compiler level, energy consumption reduction is obtained by code optimization 
(less instruction to produce the same logical result) and by reducing the number of 
memory accesses. 

At the applications level, the application and its runtime environment (e.g. RTOS) 
exchange information concerning opportunities for energy reduction, such as availa-
bility of resources and processing power requirements.  

The proposed methodology is concerned with design techniques at the applications 
level. Future improvements in the proposed methodology will include the interactions 
with the RTOS and the required support to be implemented in the RTOS. 



4 Proposed Methodology 

The proposed methodology is applicable at the applications level (Section 2.1), 
therefore, it follows the usual application software development process. In each 
phase, decisions are taken so that the system can be modeled by SFSM and imple-
mented as such. 

1. Operational Concept: the product must be conceived to be prone to a SFSM 
modeling approach, as such, it must deal with discrete time events and actions. In-
puts may represent continuous values, but they will be sampled synchronously to 
the SFSM clock. Outputs will be generated on every SFSM clock period, hence, 
with delays when compared to a system that operates continuously. 

2. Software Requirements: the requirements must consider the discrete time opera-
tion of the system, hence, delays in input signal detection and output signal genera-
tion should be allowed. The larger the allowed delays, the higher the possibilities 
for reduction of energy consumption. At this phase, if functional and temporal re-
quirements are too stringent then the solution space is reduced, as well as the at-
tainable low-power requirements. 

3. Software Architecture: The current version of our proposed methodology con-
cerns lower-complexity devices that can be modeled as a single SFSM or as a col-
lection of SFSM. If several SFSM are used, from an energy consumption point of 
view, it is preferable if all the SFSM clocks have the same period or are multiples 
of the same master period, thereby reducing the number of times that the processor 
has to switch from deep-sleep mode to operating mode. 
The selection of the SFSM clock period is of significance both for the reduction of 
consumption and also for the effect on the control algorithm of the embedded de-
vice. In the remainder of this section, several considerations regarding the determi-
nation of the SFSM clock period are presented. 

4. Software Design and Implementation: to improve flexibility, reusability, and 
portability, the control algorithms design should be parameterized with respect to 
the SFSM clock periods such that changes to the clock period do not required code 
modifications except for a possible change in a defined constant. 
For the implementation either a hardware timer or an RTOS timer is required to 
tick at the end of each SFSM clock period. On each tick the processor is awakened 
from the deep-sleep mode and executes a simple procedure: (1) reading inputs, (2) 
identifying if a transition is enabled and firing it, (3) generating new outputs, and 
(4) returning to deep-sleep mode. 

5. Software Testing: special care must be taken in the testing phase with respect to 
input detection delay and output delays due to the SFSM operation. 

4.1 Considerations on the Proposed Technique 

Applicability.  
The proposed technique is aimed at lower complexity embedded systems, particu-

larly to reactive systems. It is feasible to apply this technique to systems composed of 



several SFSM, however, more significant reduction of energy consumption is 
achieved when all SFSM operate with the same clock period or on multiples of the 
same clock period. 

SFSM Clock Period Selection. 
In general, most embedded applications allow for a range of the SFSM clock peri-

od. The higher the SFSM clock period, the higher the reduction in energy consump-
tion, at the expense of a larger output delay. 

The energy consumption (in Wh) over a given time of operation (much larger than 
the SFSM clock period) is given by (1). The same type of equation (2) is used to cal-
culate the power consumption (in W). Equation 2 can be simplified to (3) when the 
computation time is considerably smaller than the SFSM clock period. Figure 2 shows 
the asymptotes of (3) and their crossing point Tm. As may be noticed, there is no ben-
efit in increasing the SFSM clock period above Tm because the maximum consump-
tion reduction has already been achieved. Hence, the optimal SFSM clock period to 
achieve the maximum reduction in power consumption is given by (4). 

�� = ����
���

	
��
+ ����

�	
�������

	
��
 (1) 

� = ���
���

	
��
+ ���

�	
�������

	
��
 (2) 

� ≅ ���
���

	
��
+ ��� (3) 

�� =
���

���
× ��� (4) 

Where: 
EC – energy consumption (in Wh) 
C – power consumption (in W) 
CON – power consumption with the processor operating 
CDS – power consumption with the processor in the deep sleep mode 
tON – computation time 
Tclk – SFSM clock period 
Tm – optimal SFSM clock period  
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Fig. 2. Asymptotic behavior of equation (3) – power consumption versus SFSM clock period 



Figure 3 presents the effect of the SFSM clock period increase on the power con-
sumption of two embedded systems with different power consumptions when the 
processor is operating. The embedded system 1 (Consumption 1) has a power con-
sumption (CON) five times lower than embedded system 2 (Consumption 2), while 
both have the same power consumption in deep sleep mode (CDS). In both cases the 
reduction in power consumption is significant with the increase of the clock period, 
up to their Tm (0.021s for the system 1 and 0.1s for the system 2 – obtained from 
Equation 4). Higher SFSM clock periods than these would only lead to an increased 
delay in the response time of the system without significant reduction in power con-
sumption. 
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Fig. 3. Effect of the SFSM clock period on the energy consumption 

Effects on Real-Time Systems.  
When a system is modeled as a SFSM a computational delay is added and this de-

lay is dependent on the SFSM clock. The effect of the delay must be taken into ac-
count in the design process of the system as well as the maximum possible clock peri-
od. 

5 Experimental Results 

To illustrate the proposed methodology and validate the results the control unit of a 
tankless gas water heater was developed and measured. In the literature there are oth-
er experiments performed with tankless gas water heaters, such as the fuzzy logic 
control unit presented by Vieira [11]. 

5.1 Tankless Gas Water Heater Description and Requirements 

A tankless gas water heater is composed of a heat exchanger, a gas burner, a con-
trol unit (gas heater controller), several sensors (water flow, water outlet temperature, 
and pilot flame detector) and one actuator (gas valve). As soon as water is flowing 
through the heat exchanger the gas valve opens and the gas is ignited by the pilot 



flame. Water is heated while it flows through the heat exchanger. There is no storage 
of hot water in this system. As soon as the usage of hot water stops the gas valve is 
closed and the flame extinguish. 

The gas heater controller is the electronic module responsible for the control of the 
temperature at the water outlet by controlling the gas flow valve. The controller needs 
to sensor the water temperature (Tw), the water flow (W) and the presence of the pilot 
flame (P) as well as the desired temperature (Ts) selected by the user. 

The functional requirements concern the opening of the gas valve to allow for the 
adequate gas flow to maintain the water temperature within 2 degrees Celsius from 
the desired temperature. The safety requirements are that the gas flow valve must be 
closed if the water flow is below the safety limit (0.5 liters per minute) or the pilot 
flame is off. 

Figure 4 depicts the tankless gas water heater block diagram. The controller re-
ceives signals from the water flow sensor (W), the pilot light sensor (P) and the water 
temperature sensor (Tw). The first two sensors are digital (on/off) while the water 
temperature sensor is analog. The desired temperature (Ts) is given by a 10 position 
selector. Table 1 presents the desired temperature corresponding to each position of 
the selector switch. The water outlet temperature sensor is connected to a 4 bit analog-
to-digital converter. The temperatures corresponding to each value of the ADC are 
also presented in Table 1.  The controller output V controls the gas flow valve in the 
range from 0% (valve totally closed) up to 100% (valve totally open). 

 

 

Fig. 4. Tankless gas water heater block 
diagram 

 

Table 1. Desired and Measured Tempera-
ture Ranges 

 
Desired 

Temperature 
(oC) - Ts 

Measured  
Temperature 

(oC) - Tw 
0  below 38° 
1 40° 38° to 42° 
2 44° 42° to 46° 
3 48° 46° to 50° 
4 52° 50° to 54° 
5 56° 54° to 58° 
6 60° 58° to 62° 
7 64° 62° to 66° 
8 68° 66° to 70° 
9 72° 70° to 74° 
10 76° 74° to 78° 
11  78° to 82° 
12  82° to 86° 
13  86° to 90° 
14  90° to 94° 
15  94° to 98° 
 



5.2 Control Algorithm Design 

The control algorithm is implemented by the SFSM presented in Fig 5. In the Idle 
state, no water is flowing and the gas flow valve is closed. When the water flow is 
above the minimum level of 0.5 liters/min and the pilot flame is on, then the SFSM 
transitions to the Init Delay state and, after 3 seconds, it transitions to the T state with 
the gas flow valve at 50%. The control algorithm consists of making no corrections to 
the gas flow valve output whenever the measured temperature is within 2 degrees of 
the desired temperature; to do small corrections (2% per 350 ms control cycle) when 
the temperature difference is small (up to one setting of the temperature selector) and 
doing larger corrections (10% per 350 ms control cycle) when the temperature differ-
ence is larger. 

 
Due to the safety requirement, whenever the water flow is below the minimum lev-

el or the pilot flame is off, the SFSM transitions to the Idle state.  

 

Fig. 5. Tankless gas water heater controller state diagram 

5.3 Control Algorithm Simulation 

The tankless gas heater was simulated in Matlab/Simulink. The block diagram of 
the simulation model is depicted in Fig 6. The thermal transfer is modeled as a second 
order system with a time constant of 1 second. This block models the thermal transfer 
from the flame to the heat exchanger followed by the thermal transfer from the heat 



exchanger to the water flow. The change in temperature is given by (derived from the 
formulae presented by Henze [12]): 
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where: 
P is the power (in kW) generated due to gas burning 
flow is the water flow (in kg/s) through the heat exchanger 
cpw is the specific heat capacity of water ( 4.18 kJ/kg.K ) 
 
The gas heater controller has an input for the timer tick and two parameterized in-

puts to accommodate for the changes in the SFSM clock period. The simulation eval-
uates the desired temperature step-response (desired temperature changed to 40 de-
grees). Fig 7 shows the response of the simulation: after 12 seconds the system stabi-
lizes within ± 1 degree of the desired temperature. 

The simulations were performed with SFSM clock periods ranging from 25 ms to 
350 ms. Due to the parameterization of the correction values the responses are nearly 
identical for all values of the SFSM clock periods.   

 

 

Fig. 6. Tankless gas heater simulation model 

5.4 Implementation 

For the implementation an ARM Cortex-M processor was used: the NXP LPC 
1343, a Cortex-M3 processor running at 72 MHz (Fig 8). The SFSM was implement-
ed in C using the EWARM compiler from IAR. The SFSM clock ticks were generated 
by the SYSTICK timer, a standard timer available in all Cortex-M3 processors. On 
every tick the processor wakes up, executes the SFSM and returns to deep-sleep mode 
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(Section 4). On this processor, the required supply current is of 21 mA in the operat-
ing mode and of 100 uA in deep-sleep mode. 

 

 

Fig. 7. Step-response obtained by simulation 

 

Fig. 8. Photograph of the gas heater controller prototype 

 



Energy consumption was evaluated at three scenarios: (1) processor operating con-
tinuously; (2) SFSM clock period of 25 ms and (3) SFSM clock period of 350 ms. For 
scenarios (2) and (3), deep-sleep mode is used. The measured values of the supply 
current and supply power are presented in Table 2. The supply voltage is of 3.3 V.  

The optimal SFSM clock period (Section 4.1) for this implementation is 21 ms. 
One can observe that changing the SFSM clock period from 25 ms to 350 ms (a 14 
fold increase) results in a power reduction from 606 uW to 350 uW, a reduction of 
only 42%. 

The effects of the changes in the SFSM clock period on the water temperature are 
not noticeable, as predicted by the simulation results. This is mainly due to the time 
constants of the physical system (heat transfer from flame to heat exchanger and then 
to water flow) being larger than the maximum SFSM clock periods used in this evalu-
ation.  

Table 2. Measured Power Consumption 

Scenario Supply Current Power Consumption 

Continuously in operating mode 21 mA 69 mW 

SFSM clock period of 25 ms. 184 uA 606 uW 

SFSM clock period of 350 ms 106 uA 350 uW 

6 Conclusion 

The proposed methodology advocates the use of Synchronous Finite State Machine 
models since the early phases of development as well as a concern, during require-
ments elicitation, for delay tolerances. In this way, a straightforward implementation 
technique of short execution bursts followed by periods of low-power deep-sleep 
results in significant reduction of energy consumption.  

A tankless gas water heater controller was implemented with the proposed meth-
odology. This controller is powered from a 4000 mAh non-rechargeable battery 
whose life is extended from 190 hours (if the processor is in continuous operating 
mode) to 2.25 years (using deep-sleep mode). 

One could argue that the total amount of energy consumed by a gas water heater 
renders useless the small amount of energy that is saved in the given example. How-
ever, there are two important considerations: (1) currently the gas water heater has 
two energy sources – gas and electricity; the potential for significant reduction in 
energy consumption from the battery will extend battery life, reducing cost and envi-
ronmental waste. (2) Since gas water heaters produce waste heat, one could apply 
energy harvesting to power the electronics, provided a start-up mechanism is availa-
ble.   

The proposed methodology is currently aimed at devices of lower complexity. A 
future research direction is broadening the scope to include more complex devices; 
these are likely to require the use of an RTOS that should manage the entry into deep-
sleep mode. Another research direction is the application of the technique to Asyn-



chronous Finite State Machines, aiming at the devices whose functionality is not ade-
quately modeled by SFSM. 
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