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Abstract. This paper presents a system for the development of new human-
machine interfaces focused on static gestures recognition of human hands. The 
proposal is to aid access to certain objects to the occupant of an intelligent 
wheelchair in order to facilitate their daily life. The proposed methodology re-
lies on the use of simple computational processes and low-cost hardware. Its 
development involves a comprehensive approach to the problems of computer 
vision, based on the steps of the video image capture, image segmentation, fea-
ture extraction, pattern recognition and classification. The importance of this 
work relates to the need to build new models of interaction that allow, in a natu-
ral and intuitive way, to simplify the daily life of a disable person.  
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1 Introduction 

In face-to-face communication verbal and non-verbal modalities are used to comple-
ment each other. When we intend to transpose natural communication into communi-
cation with the machine, several difficulties occur, for example, those that concern 
user experience and, in particular, those that do not permit social inclusion.  

We know that some people do not have the ability to handle some devices, but they 
possess enough ability to interact with a system of recognition of gestures [1]. It be-
comes evident the necessity to build models of Human–computer interaction through 
gestures that allow, in a natural and intuitive way, to these people, to easily interact 
with the machines. 

The image acquisition and processing technologies evolution permit to build a sys-
tem that enable computers to understand the sign language. Different types of algo-
rithms for gesture recognition are being studied, but the challenge lies in the fact that 
this interaction becomes independent of devices that assist the identification of the 
human hand, such as gloves or sensors for motion capture. 



The proposed work is the development of a system for static gesture recognition 
with one hand only, located in front of a webcam, in a simple and uniform back-
ground scenario, without the support of assistive materials. This interface could be 
applied to an intelligent wheelchair in order to facilitate disabled peoples’ quality of 
life.  

2 Related Work 

Several gestural proposals for various areas, such as entertainment, medicine, market-
ing, smart home control, elderly and disable care [2], [3] as well as intelligent wheel-
chairs [4], [5], [6], [7], [8] were found in literature review. However, the majority of 
studies are exclusively related to the chair’s movement and we did not find the com-
plete mobility concerns. We also noticed the existence of wheelchair-mounted robotic 
arm applications [9], [10], [11], [12] that uses different interaction devices (such as 
joystick), but none so intuitive that could be considered natural (to humans). 

In fact, this relation is not fully effective to personal conflict resolution without 
considering mobility. Some people, for example, do not hold the necessary dexterity 
to handle these devices, but they have enough ability to interact with a system for 
gesture recognition [1] that certainly minimizes many of the difficulties and inhibi-
tions. 

3 The Context: Assistive Technology 

We are daily faced with several examples of people who suffer road accidents. The 
consequences fully affect the mobility of the individual either physically, psychologi-
cally and socially. This situation promotes numerous side effects, some of which de-
mand alternative means of mobility such as wheelchairs. 

The increasing number of people with mobility disabilities requires assistive tech-
nologies to provide their quality of life improvement. However, there are many obsta-
cles to use technology solutions because they require expensive resources or further 
studies in order to improve every citizen access.  

4 Proposed Solution 

We considered the case of an individual who needs to have access to an object placed 
on a surface with a large area, inhibitory of normal and autonomous actions. 



 
Fig. 1. Problematic situation 

It is our understanding, according the research we did, that image acquisition and 
processing technologies’ evolution, allows building a computational system that 
makes the machine to recognize human gestures. However, the construction of this 
system requires the use of various programming algorithms quite complexes. We list 
general procedures that entail: (1) image capture, (2) human hand segmentation, (3) 
feature extraction, (4) classification of gestures. 

We considered the gestural algorithms development, based on low cost webcams, a 
great stimulus in Human-Machine Interaction. 

Given the results we obtained in the course of this investigation, we propose a sys-
tem to help the occupant of a wheelchair to interact with the world, especially, to have 
access to certain objects in order to facilitate their daily life. 

In terms of hardware, the prototype consists of an intelligent wheelchair, a laptop 
with a built-in webcam and a robotic arm. As to software, this system consists in stat-
ic gesture recognition, performed in real time, through a hand located in front of a 
webcam. 

 
Fig. 2. Proposed system 

Our concept of mobility will be based on the transposition of each executed gesture to 
a robotic arm action. This transposition is set from 6 gestures that we present in fig. 3, 
fulfilling each a specific function in the context of facilitating the mobility of the per-
son: (a) pause; (b) stretch mechanical arm with speed 1 (c) stretch mechanical arm 
with speed 2 (d) open claw, (e) close claw; (f) move arm to the starting position. 



 
Fig. 3. Hand recognition gestures 

With this method, we intend to show that it is possible to construct a human-machine 
interaction system, facilitating the life of the person with inhibitions, with an accepta-
ble level of environmental restrictions. 

Again, we can prove that the fact that a person has to use a glove, or any other de-
vice that aids the identification of the human hand, is inhibiting the free, systematic 
and autonomous individual action. 

The scope of this work is limited to the recognition of gestures; we want to identify 
the static gesture shown by the occupant of the wheelchair, between a set of pre-
defined gestures system. The prototype that we outlined has not been built so far. 

Finally, we launched the challenge to awake attentions and possible interests for 
the implementation of this type of equipment that will allow, in our view, more disin-
hibiting action of the individual, because it determines the elements that are not al-
ways available to anyone of us, even in conditions of normal mobility. 

5 Natural Interactions 

Natural interaction is considered through the way people naturally communicate 
through gestures, expressions, movements, and see the world by looking around and 
manipulating physical artifacts; the key assumption is that people should be allowed 
to interact with technology as they are used to interact with the real world in everyday 
life. 

Our focus is on gestural communication. The gestures can naturally increase the in-
teraction between the user and the computer, replacing devices such as the mouse, 
keyboard, joystick or buttons in machines control. However, a great incitement for 
gestural interfaces development comes from the growth of applications for virtual 
environments [13], such as surgery simulation. In the majority of these applications, 
the gestures are seen as triggers to virtual objects control, simulating the 2D, 3D or 
abstractions of real objects, such as robotic arms. 

 



5.1 Gestures 

There are many definitions and debates about the meaning of gesture. Pavlovic [14] 
presents a definition of hand gesture that combines the development of posture and 
position in time, with the intention of communication or manipulation.	
   

In Human–computer interaction field, gestures imply the use of the hands to in-
struct a machine. Its meaning depends on the system that integrates and evaluates 
them. Point or rotate actions are representative actions of this type of gestures. 

We can differentiate the gestures in two types: dynamic and static. The dynamic 
gestures, necessarily, involve time evolution [15] and require movement to transmit 
the intended message. The gesture to say "goodbye" is an example of a dynamic ges-
ture performed with an open hand and is only meaningful if done with movement. 

Furthermore, static gestures do not include movement to transmit the message. The 
same static open hand, with no motion made, forward the information to "stop". 

In Computer Vision, we can state that static gesture is a configuration of the hand 
pose represented as a single image. A dynamic gesture implies movement, represent-
ed by a sequence of images.  

However, in this work, we will limit ourselves to the static symbolic gestures per-
formed by one hand. 

5.2 Static Gesture Recognition 

Static gesture is represented by an image; the recognition is based on feature extrac-
tion discriminants of the image. We can, for instance, to extract features from the 
directions of the fingers or the contours of the hand.  

The position of the palm of the hand and of the fingers has been widely used for 
gesture recognition [16], [17]. We can also treat other information about the hands as 
the angles [18], roughness [19] or sampling points on the boundary region of the hand 
[20], [21].  

Another category of resources abundantly used implies the notion of moment. It is 
a weighted average of the pixels intensities of an image, usually chosen to have some 
interpretation. We can find statistical moments [22], Zernike moments [23] and Hu 
moments [24], which are more used.  

Fourier analysis can also be applied for representing the limits of the hand [25]. 
The feature extraction is a complex computational problem because it requires per-

fect background characteristics and high computational resources. Disorganized 
background images with changes in lighting conditions become very difficult to han-
dle. 

Allied to this, the used algorithms require loading the whole image into memory, 
which complicates the computer resources management. 

After extracting the features, then we can classify the gestures. The more simplistic 
way of static hand recognition is to count the number of fingers [17]. Nevertheless, 
recognition can be seen as a matching process, applying cluster algorithms [25], [26]. 
In this case, recognition consists of finding the best match between images that repre-
sent static gestures. We may also do the same correspondence with Chamfer distance 



algorithm [27]. In addition, the Neural Networks are widely used in the hand postures 
detection and classification [28], using two or three layers of neurons. More recently, 
techniques of face detection have been applied to this problem. The Viola and Jones 
system that leverages the features Haar [29] is a consensus for subject researchers.  

6 Interface Design: Process Description 

Based on [30], the proposed method for symbolic gesture recognition follows a logi-
cal and complementary tasks’ sequence in terms of digital image processing. The 
fundamental steps for the proposed work are presented on fig.4. 

 
Fig. 4. Fundamental steps for the proposed work 

The image acquisition is made by a low cost webcam. The preprocessing and post 
processing use image enhancement and noise reduction techniques by analyzing envi-
ronmental lightning conditions and background colors. This happens due to difficul-
ties in illumination. The image segmentation obtained by Computer Vision algo-
rithms, allows the separation of full human hand in a simple and uniform background 
scenario, without benefit of supporting devices. The features to extract are based in 
the geometric shape of the hand, fast enough to be applied in real time. The classifica-
tion step is based on the use of the recognition patterns classifier for training and to 
classify the input data. 

6.1 Image Acquisition 

The process starts with the gesture acquisition by the webcam and presented through 
video images (fig. 5). 

 
Fig. 5. Captured frame 



6.2 Segmentation 

Segmentation is the main part of the entire process and it assumes a sequence of tasks 
(Fig. 6). This stage makes the human hand recognition by skin color detection. 

 
Fig. 6. Key steps of segmentation 

The procedure starts with the frames conversion captured for the normalized RGB 
color space. Knowing that the majority of human skin color tends to cluster in the red 
channel, we extract this channel and then, we subtract the background of the extracted 
red channel image. Background subtraction allows us to obtain a greyscale image 
with color intensity changes between the background and the hand, as shown in (fig. 
7). 

 
Fig. 7. – a) Normalized RGB image b) Red channel extracted c) Background subtracted 

Then, we design the image histogram and compute the optimal thresholding value. 
We used the Method of the Valley that consists in checking how many regions there 
are (peaks and valleys) in the histogram and use the valley information to set the val-
ue of the threshold. Fig. 8 shows the histogram and optimal threshold value identified. 

 
Fig. 8. Image Histogram with optimum threshold identified 



Finally, we use the found threshold value to binarize the image (fig. 9). 

 
Fig. 9. Binary image 

6.3 Feature Finding 

The previous step provides an image where we can find the edge pixels that separate 
the hand from the background, but without information about the edges as entities in 
themselves, thus, the next step is to be able to gather the whole pixels on the edge 
contours surrounding the stain of segmented hand. 

Fig. 10 shows that trough the extracted contour we can calculate several structures 
such as convex hull, contour edges, fingers and surrounding rectangles. 

 
Fig. 10. Calculated structures to feature extraction 

6.4 Feature extraction 

The feature extraction lets obtaining a set of feature vectors, also called descriptors 
that can distinguish, accurately, each hand gesture. Our approach proposes the use of 
geometric features with Hu invariant moments [24]. The presented features are the 
most discriminatory from the six gestures chosen: contour size; contour circularity; 
contour eccentricity; convex hull size; bounding box proportion; bounding box area; 
rotated bounding box area; main inertia axe; Hu Moments. 

Some problems during the gesture recognition may occur if there is a large rota-
tional movement, because the shape and proportions of features that represent the 
gesture may change. 

We noticed that these features are easy to extract, are independent and are suffi-
cient to distinguish the amount of gestures chosen by us, however, these are not suita-
ble for all types of gestures. 



6.5 Classification 

For pattern recognition and classification, we choose the Support Vector Machines 
(SVM) machine learning technique that has been recognized in recent years. This 
technique is used in various pattern recognition tasks, always with results superior to 
those achieved by similar techniques in many applications. Its use comes from some 
of its main characteristics [31]: 

• Good generalizability; 
• Robustness in larger dimensions; 
• Well-defined theory in Mathematics and Statistics. 

7 Tests 

The system performs well as long as the skin-like colors in the background do not 
exist and if it is tested indoor. Results pointed for a good removal of luminosity influ-
ence during the segmentation process, so it becomes less dependent on the lighting 
conditions, which has always been a critical obstacle to the image recognition. The 
system operates in real time with around 30 frames per second, requiring an effort to 
minimize time processing of the tasks.  

We saved 100 images representing each gesture to our database. For testing we 
have also saved 100 images for each gesture of 5 different people. 

Table 1 summarizes the results of the hand classification tests. 
 

 
Table 1. Gesture classification results 

Gestures Frames Correct Incorrect % Correct % Incorrect 

A, B, C, D, E, F 3000 2974 26 99.1% 0.9% 

8 Tasks and Activities to Build the Prototype 

The main goal of the proposed work was the development of a system for recognizing 
static gestures of human hands of different people, situated in front of a webcam. 

The choice of appropriate technology for this type of system could limit the devel-
opment and visualization of the results.  

This section presents and clarifies the work context for the development of the 
proposed system. Considering the literature review process carried out, we discovered 
interesting and innovative approaches for the application’s development based on the 
gestural recognition. However, we found an absence of this type of systems for assis-
tive technologies regarding wheelchair intelligent robotic arms. 

Based on the lack of information, we create our design process for the proposed 
system. The decision about the software and hardware to be used on the development 
of our system was the main concern. Conversely, we needed to consider the basic 



principles defined previously: the system should operate in real time with minimal 
restrictions and the system should have a low cost demand in order to be applied in 
everyday life by a significant number of users who needed it. 

Based on these decisions fig. 11 presents the first phase of the design process:  

 
Fig. 11. The design process – first phase 

After acquiring the theoretical knowledge about the subject, on literature review pro-
cess, based on our project goals, the next step was the definition of the technologies 
that should be chosen considering the facility of their use in a daily life purpose by all 
kind of users. An intelligent wheelchair with a robotic arm and using image pro-
cessing technology was the defined goal. Then, the main argument for the choice of 
the software was made after the study of different development environments based 
on real time implementation. The study of the system cost, the lowest one, contributed 
to the hardware selection to be used. Finally, we searched for the most used algo-
rithms for each experiment steps (image processing, human hand segmentation meth-



ods, feature extraction and gestures classification) taking into consideration environ-
ment restrictions.  

The relationship between quality and performance for the real-time system was 
taken into account.  

Fig. 12 shows the implementation task process referring the decision taken during 
each task: image acquisition, color space conversion, histogram processing, hand 
segmentation, feature finding, feature extraction, classification of gestures and system 
tests. 

 

 
Fig. 12. Implementation task process 



Some potential users of the system, around twelve, were, informally, interviewed, 
at the beginning of this project and later on a prototype phase. They considered that 
the proposed solution will be important since it preview affordance for a highest 
number of people who have social, financial or accessibility restrictions.  

9 Conclusions 

It has been shown that it is possible to interact with a machine naturally and intuitive-
ly through hand gestures without requiring support material such as gloves or mark-
ers. And that there is a possibility to develop Computer Vision interactive systems 
based and implemented on conventional computers using inexpensive devices, acces-
sible to all, facilitating, especially disable mobility people with an acceptable level of 
environmental restrictions. 

The proposed system produces satisfactory results with fixed constant lighting 
conditions, with a non-skin color scenario. However, the method used for skin seg-
mentation exposes some flaws, mainly caused due to lighting variations causing glare, 
reflections and shadows. These shortcomings are minimized applying morphological 
filters and smoothing filters.  

Conversely, the systems works with quite different hand gestures, but it shows 
some weakness when using more identical gestures such as sign language. Thus, the 
scope of this work is limited to the recognition of gestures; we wanted to identify the 
static gesture shown by the occupant of the wheelchair. The prototype that we outline 
has not been built so far. 

In future work, the study of methods that may respond better to lighting variations, 
to different scenarios and how to be more effective in identifying the skin, even from 
other races would be helpful. The gesture recognition through dynamic movement 
analysis can also be a target for further investigation. However, we launched the chal-
lenge to awake attentions and possible interests for the implementation of this type of 
equipment that will be, in our point of view, more disinhibiting action of the individu-
al, because it determines the element that are not always available to anyone. 
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