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Abstract. Optical  Character  Recognition  (OCR) is  a  very extensive
branch of pattern recognition. The existence of super effective software
designed for  omnifont text recognition, capable of handling multiple
languages,  creates  an impression that  all  problems in this  field have
already been solved. Indeed, focus of research in the OCR domain has
constantly  been  shifting  from  offline,  typewritten,  Latin  character
recognition towards Asiatic alphabets,  handwritten scripts and online
process.  Still,  however,  it  is  difficult  to  come across  an  elaboration
which would not only cover the topic of numerous feature extraction
methods for printed, Latin derived, isolated characters conceptually, but
which would also attempt to implement, compare and optimize them in
an experimental way. This paper aims at closing this gap by thoroughly
examining the performance of several statistical methods with respect
to their recognition rate and time efficiency.
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1 Introduction

A simple taxonomy of OCR systems can be presented schematically as in  Fig.  1.
Online  OCR concentrates  on  recognition  of  handwriting  in  real  time.  It  employs
digital devices like electronic pads and pens, which allow to acquire data and extract
information not only from sheer shape, but also from dynamics of writing. The offline
counterpart  processes  only static  contents  –  the  form of glyphs.  It  can be further
divided  based  upon  nature  of  text  it  operates  on.  Heavy  variations  of  style  and
possible character overlapping account for the main problems related to handwritten
OCR, especially while handling cursive scripts, like Arabic alphabet. OCR designed
for machine text does not have to handle these issues as the characters are usually
well separated and have uniform or at  least highly predictable shape. Handwritten
subsystems,  both offline  and  online,  are  often  referred  to  as  Intelligent  Character
Recognition (ICR).



Fig. 1. Taxonomy of OCR systems

Offline OCR processing consists of  the following stages.  In  the beginning,  image
is acquired  by  scanning  or  taking  a  photo  of  a  document.  Then  it  undergoes
preprocessing.  The  term encompasses  a  set  of  techniques  aiming to  improve  the
quality of the scan. The next stage is binarization to convert the grayscale image to the
form that features only two intensity levels. Binarization is followed by segmentation
of lines, words and finally single glyphs or glyph fragments. As characters have been
isolated,  they are  subject  to  feature  extraction  which  means  encoding  a  shape  in
a sort  of  numerical  representation.  Based  upon  the  features,  each  glyph  is
subsequently classified, or labelled, as a member of one of predefined classes. At the
final  stage of OCR, the whole text is  examined word by word against  lexical  and
syntactical compliance with the given language rules.

1.1 Approaches to Feature Extraction

There  are  two  main  approaches  to  the  feature  extraction  process:  statistical  and
structural. Statistical methods transform a shape into a strictly ordered set of specified
length,  the  so called  feature  vector,  which  represents  a  point  in  multidimensional
feature  space.  They  cannot  work  without  a  training  set,  serving  as  a  database
of mappings between cases and corresponding classes. Based upon the set, a decision
is  made  into  which  class  a  new,  hitherto  unknown,  case  should  be  incorporated.
On the other hand, structural approach is directed towards decomposing shapes into
simpler  pieces  and  establishing  relationships  between  them.  Detailed  description
of structural techniques can be found in [1].

1.2 Criteria of Statistical Coding Techniques

The attributes  of  a  well-performing statistical  feature  extraction technique include
capability of grouping all  instances of the same class into tight  clusters in feature
space in order to aid classification. In [2] this is formulated as "minimizing the within
class pattern variability while enhancing the between class pattern variability". Also,
high  robustness  to  noise  and  distortions  as  well  as  invariance  to  geometric
transformations  are  demanded.  The code format  should  be  compact  which  means
shape  information  to  be  carried  by  as  few  features  as  possible.  Dimensionality
reduction is essential as to guarantee that the computational expense of classification
process does not exceed acceptable values.  The same remark, regarding execution
speed, applies as well to the extraction process algorithm.

1.3 Motivation

One of the most extensive surveys concerning statistical feature extraction methods
for OCR purposes  was covered in  [3].  The authors  put considerable efforts to set
together multiple techniques, considering perspectives of their application to different



forms  of  glyphs.  They  also  discussed  the  aspects  of  feature  invariance  and
reconstructability of the shape from a descriptor. The researchers, however, did not
show any comparison of the described methods in an experimental way. The present
paper is prepared with a view to complement the aforementioned survey with relevant
tests.  Numerous  description  techniques  were  also  listed  out  by  [4] (Arabic
handwriting) and [5] (Devanagari script).

The paper is  organized as follows.  The review of shape description techniques is
conducted within Section 2. Section 3 explains the scope of the research. Section 4
gives the results of the tests. Finally, the work is summarized in Section 5.

2 Feature Extraction Techniques

Within  the  family  of  statistical  descriptors  one  can  distinguish  classes  utilizing
concepts like [6]:

 pixel distribution (i.e. zoning, crossings, projection methods),
 moment invariants (i.e. central moments, Hu moments),
 series expansion (i.e. Zernike moments),
 unitary transforms (i.e. Fourier transform, Hadamard transform, cosine transform),
 contour  description  (i.e.  Freeman  chaincodes,  polyline  approximation,  elliptic

Fourier descriptors).

There are other approaches to the concept of feature extraction techniques like the
method based on Toeplitz matrix minimal eigenvalues for script feature extracting and
description [7, 8] or soft computing approaches. In this paper, however, the authors
have limited their research to the most relevant methods and algorithms.

2.1 Zoning

Glyph bounding box is divided into rectangular areas. A parameter is computed inside
each rectangle  and treated as a single feature (Fig. 2a). The authors of  [9] partition
an image of size 6090 into 54 1010 squares. Pixels along each of the 19 diagonals
of a zone are summed up and the amounts are eventually averaged. Further, average
values of the zones stacked horizontally and vertically contribute to extra 15 features.
In this paper the image is zoned as suggested in [9] and pixel density in each region,
row and column serves as a quantity.

Fig. 2. a) Zonal division, b) Grid used in crossings technique



2.2 Crossings

A custom grid of lines is superimposed on the image and the spots where lines meet
glyph pixels are used to form  features. In  the authors'  implementation images are
scaled to (4n + 3)  (4n + 3) squares (n  N) and quartered so that  one-pixel-wide
gap is left  between the pieces.  Four lines  are stretched through each quarter:  one
horizontal, one vertical and two oblique, each going through the center. Additional
four  sections  run  from  the  middle  of  the  image,  orthogonally  towards  its  edges
(Fig. 2b). Along each line pixels are registered and their positions are averaged. The
obtained pairs of numbers are dependant on each other and hence only one value is
selected towards the feature vector. Thus, vector dimensionality is the same as the
number of lines – 20.  To prevent the algorithm from getting stuck due to undefined
situations, several emergency scenarios must be taken into account.

2.3 Projection Histograms

Pixels are counted column-wise and row-wise, thus two histograms:  Hx and  Hy are
created.  Consider  cumulative  histograms  Vx and  Vy.  Their  kth  bin expresses  a total
of first  k bins of  Hx and Hy, respectively [3]. By concatenating Vx and Vy, we get the
feature vector, which is to some extent tolerant to shifting of glyph fragments.

2.4 Projection Axes

Image is fragmented into cells. Pixels present within each cell are cast orthogonally
onto dedicated axes. In this approach features are identified with degrees of projection
axes filling. The authors of [10] studied this technique coupled with Toeplitz model.
Figure 3 depicts the cell system used by the authors.

Fig. 3. A variant of projection axes technique

2.5 Central Moments

A moment is a scalar quantity that internally describes the shape of a function using
powers of spatial variables. Potential application of moments in pattern recognition
was first discovered by Hu and derives from the  uniqueness theorem given in  [11].
If we interpret an image as a pixel intensity function, then a set of moments becomes
shape  descriptor.  Translational  invariance  can  easily  be  obtained  by  introducing
central moments, which for discrete 2D function f(x, y) are expressed by (1):

(1)



where  p + q is  the order  of  the moment and {x,  y} is the centroid of  the shape.
Attention must be paid to the different orders of moment values magnitudes. This
leads  to  unequal  contribution  from  particular  dimensions  that  hinders  statistical
classification.  In  order  to  compensate  for  this  drawback,  all  components  are
multiplied by ten to the power of  m - (p + q), where  m is the maximal order used
(here: 5). The solution yields far better classification results than the logarithming and
the normalization of features.

2.6 Hu Moments

From central moments Hu derived similitude invariants (2):

where  Γ = (p + q + 2) / 2 and  p + q > 1. On the basis of  ηpq Hu constructed seven
expressions  invariant  under  general  linear  transformations  (translation,  scale  and
rotation), the final one also being invariant under skew [11].

Unfortunately, seven-dimensional descriptor may fail when paired with a statistical
classifier.  This  is  due  to  the  incommensurability between vector  elements  caused,
similarly to what was pointed out in Section  2.5, by varying and hardly predictable
orders of magnitude. As a remedy, the authors multiply each invariant by arbitrarily
chosen factor 10n, where n = 0, 1, 1, 1, 2, 2, 3, respectively.

2.7 Zernike Moments

The Zernike moment of order n and repetition m (Anm) is given by the inner product
of a function f(x, y) and the Zernike polynomial  Vnm(x, y).  For images the expression
unfolds as in (3):

with “*” to denote complex conjugate. For purposes of this definition, we assume that
images are of unitary size. The confinement to the unit disk is a consequence of the
definition of Zernike polynomials, which are a set of two-dimensional, orthogonal,
complex functions. The properties and applications of Zernike moments were broadly
investigated in [12].

Zernike moments owe their role in pattern recognition to two properties. First, their
magnitudes are invariant to rotation. Second, the orthogonality of  Vnm basis enables
reconstruction of an image from a set of moments by summing up consecutive image
contributions (eq. 14 in [12]).

2.8 Unitary Transforms

Unitary transforms are a class of linear transformations which are both orthogonal and
invertible. One major example of a unitary transform is Discrete Fourier Transform

(2)

(3)



(DFT), which is widely utilized in digital signal processing. Thanks to orthogonality,
the signal  can be represented as a finite series expansion without any information
redundancy. Thus, one may extract desired frequencies whilst discarding the other.
As the transform is invertible, one can subsequently return with the modified signal
to the original domain by simple addition of terms. Main motivations to do so are
signal filtering and data compression. Low-pass filtering is a method for eliminating
the  number  of  variables  needed  for  successful  description  and  identification.
A procedure  of  shape  coding  requires  transforming  an  N  N image  into  N  N
frequency components and selecting only a limited number of transform coefficients
from the low frequency part of spectrum to build the feature vector.

The  other  worth  mentioning  members  of  unitary  transforms  group  are:
Karhunen-Loève Transform (KLT), Discrete Cosine Transform (DCT) and Discrete
Hadamard  Transform (DHT).  According  to  [13],  KLT emerges  as  the  ultimate  in
terms of compactness, but we are short of an efficient way to compute it. The authors
of the comparison concluded that DCT most closely matches the performance of KLT
and they also developed a fast DCT algorithm. The transform together with DFT and
DHT are thus investigated in this work as a tool of shape description. Selected unitary
transforms  were  previously  considered  in  [14]  as  global  features  for  recognition
of online handwritten numerals and Tamil characters.

If we represent a finite, periodic set of  N complex samples by f(n), then, as a result
of DFT, we obtain an equinumerous set of complex coefficients F(k), given by (4):

Hadamard transform matrix of  size 2N  2N  (H2N)  consists solely of positive and
negative ones and is defined recursively by (5):

Discrete Cosine Transform G(k) of set g(n) is given by (6):

2.9 Polyline Approximation

Freeman  (1961)  [15] proposed  a  method  of  encoding  contours  as  a  sequence
of numbers, expressing relative segment positions. Pixels are labelled with digits 0-7,
dependant on where the adjacent pixel is situated.  Freeman chain codes effectively
describe the shape of a curve with segments connected with each other at a multiple
of  45°  angle.  The  concept  can  be  easily  extended  by dividing  a  contour  into  N

(4)

(5)

(6)



fragments  of  equal  length  and  connecting  the  division  points  with  vectors  vl
(l = 1, ..., N). If  the curve cannot be divided without a remainder, it remains open.
Each vl phase φl contributes to the feature vector V = [φ1, φ2, ..., φN], which represents
the coarse shape of the outline.  The angular distance  dϕ serves for comparing two
feature vectors U and V:

where Δφl denotes the phase difference between vl and ul in radians. It should be noted
that  the technique  is  appropriate  for  encoding single contours  only,  which  proves
inconvenient for representing glyphs that can occur with a diacritic.

2.10 Elliptic Fourier Descriptors

Description of closed contours via parametric equations was considered among others
in  [16].  As  a  result  of  expanding  a  parametric  curve  in  Fourier  series,  one  gets
coefficients that  strictly depend on size,  orientation and selection of  starting point
on a curve  [17]. The essence of the problem is to construct expressions relating the
expansion  terms  which  would  be  free  of  undesired  information  and  thus  could
be considered as pure shape features.

Kuhl-Giardina  elliptic  descriptors  [16] approximate  a  contour  by superposition of
harmonic phasors that encircle ellipses reflecting particular sine-cosine pairs of x and
y projection expansions as in (8) and (9):

where N is the highest order and T is the total contour length. Expansion coefficients
an  ,  bn  ,  cn  ,  dn have to be normalized with respect  to three factors:  phase shift  θ,
orientation ψ and the semi-major axis length E of the first harmonic ellipse. The final
outcome  is  a  set  of  invariant  coefficients  an**,  bn**,  cn**,  dn**,  which  can  be
expressed in matrix notation (10):

The authors  of  [18] applied Kuhl-Giardina Fourier  descriptors in  their  system for
identification of handwritten Arabic characters.

(8)

(9)

(7)

(10)



3 Matter of Study

The  authors  undertake  implementation  and  testing  of  the  methods  presented
in Section 2. The works were conducted using the Java programming language with
the support of Apache Commons Math library (fast transform algorithms, Section 2.8)
[19]. All issues were related to binary images – glyphs of triple form: solid, thinned
and outlines. K3M algorithm was utilized for thinning  [20]. The task was targeted
at relative  comparison  of  description  techniques,  highlighting  their  strengths  and
weaknesses and optimization of performance by adjustment of parameters.

The tests were carried out on own collection of 2460 typewritten glyphs including
Latin letters and numerals. The dataset is divided into 33 font subsets. Ten of them
comprise  52  Latin  alphabets  (both  upper  and  lower  case)  and  ten  digits.  The
remaining 23 scripts contain additional 18 Polish-specific characters (Ą, Ć, Ę, Ł, Ń, Ó,
Ś, Ź, Ż and ą, ć, ę, ł, ń, ó, ś, ź, ż). The selection of fonts provides broad diversity
of styles which is responsible for high representativeness of test results. The following
font styles are present: serif (e.g.  Times New Roman), sans-serif (e.g. Arial), console
(e.g. Consolas), decorative (e.g. Comic Sans) and exaggerated (e.g. Elephant).

From the broad spectrum of classification algorithms, the authors decided to employ
the simple k-nearest neighbor classifier with Manhattan metric and k = 2. The authors'
implementation increases  k each time there is a tie and repeats the procedure. The
classifier  is  not  designed  to  return  "not  recognized" response.  k =  2 is  also  used
together with angular metric (refer to Section 2.9).

Feature vectors may be subject to standarization:

where  μ denotes  mean of  components and  σ is  their  standard deviation. The goal
of this operation is elimination of significant differences between components, which
can reach orders of magnitude, while keeping relations between them.

3.1 Recognition Rate

Main quality criterion of a feature extraction technique is the percentage of correct
identification. The examination tool is leave-one-out cross-validation. The analysis
of recognition rate based upon the whole collection of glyphs may be unreliable due
to  the  problems  emerging  while  trying  to  distinguish  lower  and  upper  case
counterparts of letters:  C,  O,  S,  V,  W,  X,  Z,  Ć,  Ó,  Ś,  Ź,  Ż. Therefore, any attempts of
doing so are discarded and the corresponding classes are merged into one class, i.e.,
c ≡ C,  z ≡ Z,  etc. Individual subcategories of the complete set are also examined:
letters, lower case letters, upper case letters and digits. Polish-specific alphabets are
excluded from tests of contour descriptors due to strong presence of diacritics.

3.2 Execution Speed

The efficiency of a method is measured by the average time it takes to extract feature
set  from  a  single  character.  The  value  does  not  encompass  previous  operations
of thinning and size normalization. The additional information is mean classification

(11)



time, correlated to the dimensionality of descriptor. Both quantities are given with
a precision of 1 ms. Alternative indices are: the number of identifications per second
and the time needed to process one A4 page with 30 lines of text, each containing
70 characters in average (2100 characters per page). The computations are carried out
on processor  Intel Core 2 Duo T6600, 2.2 GHz. Two factors which may negatively
affect the speed are: object-oriented nature of the Java programming language and
suboptimal quality of algorithms.

4 Experimental Results

In this section results of investigation categories described in Section 3 are given and
discussed.  Table 1 sets together  the characteristics of particular descriptors.  Image
size,  glyph form and the dimensionality of  descriptors  were adjusted with a  view
to achieving highest possible rates.

Table 1. Descriptor parameters. In column <Image form>: 'S' stands for 'solid', 'T' for 'thinned'
and 'C' for 'contour'.

Technique Descriptor constituents
No. of

features
Image
form

Image
size

Vector
standarized?

Zoning
pixel density in each zone,

row and column
69 S 6090 yes

Crossings
averaged coordinates of

crossing points
20 S 6363 yes

Projection
Histograms

cumulative bin counts from
both histograms

130 T 6565 yes

Projection Axes lengths of projections 16 S 6464 yes

Central Moments
all central moments of orders

2-5
18 S 3232 no

Hu Moments seven Hu moment invariants 7 T 4141 no

Zernike Moments
all Zernike moments of orders

2-8 and m ≥ 0
23 T 4848 no

Fourier Transform
a number of low-frequency

samples

224 S 3232 yes
Hadamard
Transform

416 S 3232 yes

Cosine Transform 320 S 3232 yes
Polyline

Approximation
polyline segment phases 12 C any no

Elliptic Descriptors
seven first invariant series

coefficients
25 C any no

4.1 Results of Classification

Table 2 shows the percentages of correct classifications for each feature extraction
method with regard to particular glyph class. The examination makes it obvious that
pixel distribution methods have clear edge over other classes in terms of recognition
rate  of  glyphs  with  known  orientation.  The  crossings  technique  seems  to  be  the
method of choice. Cosine Transform and Zernike moments are not far behind despite
the latter inability to correctly recognize pairs like  6 and  9. The rotation invariance
is thus partially responsible for classification errors. Contour description methods are



rather uncompetitive. Low rates can be explained by awkwardness of closed contour
labelling algorithm, which is no silver bullet against many ambiguities and nontypical
cases emerging while encoding chain of curve points. The least promising description
technique is the one based on Hu moments, which suffers from low dimensionality.

Table 2. Classification results

Technique All glyphs Letters
Lower case

letters
Upper case

letters
Digits

Zoning 89.8% 91.9% 95.4% 93.3% 97.0%
Crossings 90.9% 93.5% 95.6% 95.5% 95.8%

Projection Histograms 90.9% 93.1% 94.3% 92.9% 93.6%
Projection Axes 89.7% 92.3% 94.6% 92.7% 96.7%

Central Moments 81.5% 84.5% 90.1% 85.3% 91.8%
Hu Moments 47.0% n/a n/a n/a n/a

Zernike Moments 86.5% 89.2% 89.0% 93.5% 92.4%
Fourier Transform 76.5% 79.5% 81.7% 84.1% 81.8%

Hadamard Transform 78.1% 79.7% 80.9% 80.5% 90.3%
Cosine Transform 87.2% 88.8% 91.4% 88.7% 95.8%

Polyline Approximation 78.5% 79.5% 82.6% 83.0% 89.4%
Elliptic Descriptors 75.7% 78.1% 80.5% 80.7% 78.2%

4.2 Time Efficiency

The  superiority  of  zoning,  crossings  and  histograms  was  reassured  by  average
identification  rates  not  exceeding  4  ms  per  glyph.  Descriptors  based  on  unitary
transforms owe their agility to well-known fast processing algorithms. Regretfully,
because of their high dimensionality, the techniques are slightly delayed by lengthy
classification process. Previously asserted high accuracy of projection axes is severely
hindered  by  relatively  low  time  efficiency.  As before,  contour-based  descriptors
heavily suffer  from drawbacks  of  chain  encoding  algorithm.  Extreme  complexity
of Hu  invariants  is  again  reflected  by  unacceptable  extraction  rates.  It  cannot
be negated that the benefits brought by geometric invariance may not compensate for
the price one has to pay for them. Table 3 aggregates average identification rates
of a single glyph together with the alternative quantities to better imagine the potential
of particular techniques.

Table 3. Time efficiency rates

Technique Extraction rate
Classification

rate

No. of
identifications

per 1 sec

Time of one
A4 page
analysis

Zoning 1 ms 2 ms 333 6.3 s
Crossings 2 ms 2 ms 250 8.4 s

Projection Histograms 1 ms 3 ms 250 8.4 s
Projection Axes 12 ms 2 ms 71 29.6 s

Central Moments 14 ms 2 ms 62 33.6 s
Hu Moments 75 ms n/a 13 157.5 s

Zernike Moments 17 ms 2 ms 52 39.9 s
Fourier Transform < 1 ms 5 ms 200 10.5 s

Hadamard Transform < 1 ms 7 ms 142 14.7 s
Cosine Transform < 1 ms 5 ms 200 10.5 s

Polyline Approximation 31 ms 3 ms 29 71.4 s
Elliptic Descriptors 32 ms 1 ms 30 69.3 s



5 Conclusion

Tests  conducted  in  the  presented  work  identified  contenders  for  the  most  useful
feature  extraction  method  for  OCR purposes  with  application  to  machine-printed
Latin  text.  Pixel  distribution  techniques  boast  the  highest  number  of  successful
classifications and the time efficiency rates. Recognition rate peaks of 90% may not
impress  in  absolute  terms,  nevertheless  one  should  consider  the number  of  glyph
classes and the high diversity of font styles. The DCT descriptor emerged as a very
close competitor, also thanks to the application of fast algorithm. Zernike moments
also seem to be successful, albeit their rotational invariance may prove a curse. The
computational expense of the technique is also not very appealing. The authors judge
that contour description techniques should perform better in combination with real
object outlines. 
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