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Abstract. Contemporary monitoring systems are a source of data streams.
Processing of this data is an interesting issue from both a performance
and data storage perspective. It is worth paying attention to the concept
of stream database management systems, which are a hybrid that allows
for efficient analysis of the data stream and provide a set of implemented
statistical methods.
This article presents the issues raised by embankment monitoring sys-
tems, a sensor network which generates a large stream of measured sig-
nals that should be analyzed in real-time. Warning or crash scenarios
are also generated which are compared to the incoming data. A model
of this data is presented and a construction of stream data analysis is
proposed.
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1 Introduction

The protection of built-up areas against flooding poses modern technology with
a very important task. Despite progress, every year floods occur both in Poland
and around the world. Some phenomena are sudden and unexpected, while others
are avoidable through the construction and control of embankments. Monitoring
systems of environmental hazards have been the subject of research, both in
terms of flooding [1, 15, 22, 26] and landslides [7, 8].

There are many types of monitoring systems. While there are existing solu-
tions, in most cases a dedicated system which incorporates a complex software
solution is required.

The monitoring system is usually a source of data streams that represent
measurements taken from a line or a grid of points, or, sometimes, from a mobile
sink [23]. The amount of data involved is usually large, therefore in the past
decade many data stream processing proposals have been put forward, some
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of them involving a data stream management system (DSMS). For example,
DSMS’s such as Aurora [4], Tribeca [25] or GigaScope [6] were created especially
for the purposes of telecommunications and networks.

An interesting trend is the subgroup of solutions focused mainly on sensor
networks [16, 14], including for example, Fjord [17], Cougar [28] or TinyDB [18].

These solutions, although they are no longer under development, are very
interesting because they can be used in the implementation of embankment
monitoring systems. It is also worth drawing attention to some constantly de-
veloped commercial products, such as StreamBase [24]. There are also other,
academic, non-commercial projects, such as [11].

1.1 Sensor Network for Embankment Monitoring System

An embankment monitoring system consists of a network of sensors in wells
which measure selected physical and geotechnical (e.g. temperature, pressure,
pore water, humidity, stress and strain, electrical conductivity, etc.) parameters
at given time intervals. The network should cover the embankments on both
sides of the riverbed, initially assuming a distance of approximately 5 meters
between successive measurement points (Fig. 1). The entire system thus creates
a grid of sensors, from which a constant feed of the parameters studied at each
measurement point is flowing. This data must then be monitored by software
that raises an alarm only if the changes are not caused by the normal diurnal
cycle, or seasonal and annual fluctuations.

 

Fig. 1. The schema of experimental flood embankments.
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2 The Data Model and Query Language for the
Dedicated Stream of Data from Sensor Networks

Analysis of the data measured and transmitted over a sensor network placed at
given points in embankments is essential in order to assess the condition of the
levees and provide early warning about changes in the value of the measured
physical parameters. Two different types of data management systems are used
in order to implement an embankment’s flood control system; a stream database
and a relational database. The streaming database is responsible for storing
records received from point or linear sensors placed in flood embankments. The
data transmitted by the sensors will carry information about parameters such
as temperature, saturation and pore pressure that can be collected every minute
(Fig. 2a). The relational database collects such parameters as temperature, sat-
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Fig. 2. The two data types used in embankment state monitoring.

uration and pore pressure, obtained by numerical modeling (Fig. 2b). The mod-
eling will be carried according to dynamically determined scenarios created for
different initial and boundary conditions, and various mechanical properties of
the embankment.

2.1 Description of Data Streams

The data stream is defined as a set of pairs < s, t >, where s is a tuple, and t
is a time stamp [3]. Data streams differ from data stored in relational databases
because stream data arrives in real time, so the database management system has
influence neither on the content nor the order of the data. Another property of
the stream data is that there is no restriction on the amount of data. In practice
it is assumed that the stream contains an infinite amount of data. Another
disadvantage of stream data is that analysis can only be easily carried out after
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the data has been downloaded from the stream. After data processing decisions
concerning data archiving or destruction are taken and the system can proceed
to analysis of the next packet from the data stream. A typical query implemented
by the stream database can be in the form of an unlimited iteration which is
characterized by a sequence of query-response, response, response. The main
problem in the processing of stream data is the need to make decisions during
the analysis of data packets that continuously arrive at the system database.
Operations performed on data recorded by sensors should include a range of
operations related not only to their analysis, but also to their initial segregation
and processing. The most important operations that should be implemented are:

– selection,
– operations based on nested aggregation that compares the current value

retrieved from the data stream with the moving average calculated for the
specified range of data,

– operations similar to traditional query-based operations, using union opera-
tors and group by clauses, used to merge or decompose data stream

– analysis of the stream corresponding to data mining procedures such as
pattern matching, similarity searching, and forecasting,

– operations which combine streams coming from different sensors and dis-
play them together with types of static data, queries executed in given time
windows [9, 10].

2.2 Description of Relational Data

The aim of the designed system is the comparison of data packets obtained from
the flood embankments monitoring network with theoretical results obtained
from numerical modeling. The calculations were performed using FLAC 2D soft-
ware v. 7.0 and FLAC 3D v. 5.0 Itasca Consulting Group [12]. Calculations were
performed for two-dimensional and three-dimensional models. Numerical calcu-
lations were done in order to determine the behavior of the embankments with
different initial and boundary conditions. Dynamic module analysis was used to
examine the impact of water filtration and temperature changes on the stability
of flood embankments. A timed series of parameters such as pore pressure, tem-
perature and saturation were recorded for given points of a computational grid.
The governing equation describing the interaction of the water filtration and me-
chanical processes is described by generalized Biot’s theory [2]. The numerical
analysis of thermal processes, described by equation (1) incorporates both the
conduction and advection processes. The equation describes the phenomenon of
the spreading of temperature within the model and the impact of this process
on the stresses and strains fields, as well as the advection phenomenon.

−▽ · qT + qTv = ρCv
∂T

∂t
(1)

where:

– T - temperature,
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– qT - thermal flux,
– qTv - volumetric heat source intensity,
– ρ - reference density,
– Cv - specific heat of the fluid.

The numerical simulations of embankment behavior included scenarios that
do not affect the stability of embankments, as well as scenarios that led to the
violation of their stability. Embankment behavior scenarios were constructed
for different sets of initial and boundary parameters and for different physical
parameters that reflected the weakening of the embankments. The results of
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Fig. 3. Generation method of the relational database data used in the analysis step of
streaming data. Modeling was conducted for given parameters values that describe the
conditions that the embankment is subjected to.

modeling that simulated sensor readings and powered a relational database were
used as comparative material for the analysis of the data stream coming from
the sensors placed in the real embankment. The modeling process is presented
in the figure (Fig. 3).

3 Implementation of the System

Analysis of how existing flood embankments behave during floods leads to the
conclusion that the state of the fortifications in different parts of the river change
dynamically. This is caused by a number of factors, from the size of the flood
and the time of its impact on the embankment to the geology and topography
of the area. Therefore, one of the main principles of the system is the division of
the embankment monitoring running along the river into segments. This proce-
dure will maximize the effectiveness and accuracy of the expected embankment
behavior that will be generated by the decision algorithms.

3.1 Stream Data Processing

The measurement network, depending on the section of embankments, will con-
sist of 500-1000 sensors placed at different levels, which will collect data at a
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specified interval. Therefore, the minimum number of handled streams S < s, t >
must be consistent with the number of sensors (˜1000), and the process should
not have any delays which lead to a decline in data processing productivity. A
project map of the sensors’ locations in the embankment (one segment contains
one measurement network) is shown in Figure 4. Data reading will occur through

Fig. 4. Arrangement of the measurement segments on the embankment, Czernichow,
Poland.

an interface that handles the binary streams that will be generated by the sensor
network. It will follow SOA (Service Oriented Architecture) principle where mea-
sured data will be processed by services deployed on the sensor nodes and on the
server side of the system. Data between services will be transmitted using MoM
(Message Oriented Middleware) [27] over IP and GPRS communication proto-
cols [26]. Such a sensor network should adapt itself to the changing execution
environment caused by the varying weather conditions that may result, among
others, in network connection interruptions and delays [29]. One portion (tuple)
s of data will include, in addition to the time stamp t, nine attributes, which
will provide the current sensor readings; pore pressure, temperature, stress, etc.
An exemplary system scheme is shown in the figure below (Figure 5).
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Fig. 5. System schema.

3.2 Processing Data Operators

Each data stream is processed immediately by the implemented operators (log-
ical operators, grouping clauses) that manipulate incoming data, sorting and
grouping them according to the size of the measured parameters and the lo-
cation of the sensor in the embankment. Since the measured values are often
noisy due to the conditions prevailing inside the embankments, an important
step in processing is a noise reduction process. For this purpose median filtering
operators will be implemented, allowing the measurement to be authenticated.
The flow of the data stream being processed using the implemented operators is
presented in Figure 6. The processed streams are aggregated using time windows
that generate an assumed time series, allowing the isolation of the most probable
scenarios of embankment behavior by matching the size measurements to static
stored (in a relational database) models. Implemented decision algorithms en-
able the selection of the n-best fit scenarios for the behavior of the embankment,
on the basis of matching the measurement time series and modeled data [5].

3.3 DBMS

The decision algorithms proposed in the previous section are on one hand based
on the data stream, on the other hand on the behavior of the embankment
scenarios, which were prepared based on the numerical modeling. Due to the
very high computational complexity, the numerical modeling of the embank-
ment stability is not possible in real time. Therefore, the scenarios are prepared
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Fig. 6. Stream data processing.

in advance based on many hours of simulations of embankment behavior, using
the software package FLAC. Metodology of generation of a single scenario and
exampled results are described in [21]. The result of each simulation is a sce-
nario and corresponding three-dimensional coordinates grid of the embankment
model. Such prepared data sets will supply a relational database, which is the
reference point for incoming measurements. The system should also be able to
store historical data, ie, the knowledge base, supplied by the data collected dur-
ing each previous flood. Due to this the decision algorithms will ”learn”, in order
to increase their efficiency.

3.4 Used Technologies

Since one of the principles of the system is its reliability, a decision was made to
use commercial solutions. The stream database system is StreamBase LiveView
(Server, Desktop), which provides an API, enabling customers to implement tools
(operators of median filters, time windows, TCP/IP interfaces). A relational
database will be created based on MS SQL Server 2014. Numerical modeling is
carried out based on the FLAC software.

4 Construction of the Stream Data Analysis System

The data interpretation procedure relies on the synthetic scenarios realized by
numerical modeling in a Flac system. The scheme of the procedure is shown in
Figure 7. The particular scenario Sij consists of a set of time series. Each of
them describes dynamic changes of the measured physical quantity in the par-
ticular node of the computational grid. The static, relational data basis stores
time series generated for each node of the grid in the assumed time observation
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window (e.g. two weeks). The data covers a large number (over 500) scenar-
ios constructed for different initial and edge conditions. Let’s assume that the
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Fig. 7. Method of application of the relational database data for the analysis of stream-
ing data.

measurements are taken using N digital sensors mounted in the embankment.
Sensors are located in same nodes of a grid used for the numerical modeling.
We assumed that each sensor measures a single physical parameter probing a
physical field with a constant sampling rate. The first stage of the proposed pro-
cedure is presented in part A of figure 7. The measurement system is activated in
cases of flood risk, usually by the local authority responsible for crisis manage-
ment. The sensors start measurements and the data is continuously transmitted
to the database over the wireless transmission system. The data interpretation
starts after a predetermined number of data samples have been received, for
example 10. The samples are used in the scenario identification procedure. The
recorded time series is compared with the synthetic time series modeled in the
same place (in the same node) for different scenarios. As a result of the proce-
dure the scenarios that give the best-fitted models are selected. The maximum
misfit is selected empirically. Finally, for each sensor the set of characteristic
scenarios that best reflect the dynamic processes are chosen. In the final step of
the procedure the scenarios that were identified for most of sensors are recog-
nized as scenarios common for all sensors. If we decide that only the scenarios
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that were identified for each sensor should be accepted we have to choose the
common part of all identified scenarios (logical product). The second stage of the
procedure is presented in Fig 7b. When the new sample appears on the sensor
it is appended to the existing time series. Next, similarly to the previous step,
the right scenarios for each sensor are identified and a common part of all the
scenarios is chosen. As a result, we obtain common models, most probable for all
parts of the embankment, valid for step two. The same operations are repeated
in the following steps (see Fig. 7 c,d). In each step we obtain a set of permissible
scenarios. Step by step the scenarios are identified with better precision, because
the time series increases in length. Eventually, step by step, the number of per-
missible scenarios decreases. Preferably, only the scenarios that were present in
the previous step should be accepted in the next one. Finally, in the last step of
the procedure, the relatively small number of acceptable scenarios is identified.
They optimally characterize the dynamic conditions in the examined structure.
What is important is that the assessment of admissible scenarios can be evalu-
ated for any starting time of the experiment. The number of accepted scenarios
will be larger for that case because the time series is shorter. Consequently the
assessment of the real embankment state will be less reliable.

5 Conclusions and the Further Work

The problem of processing stream data from a flood embankment monitoring
system is presented in this article. The authors have introduced a real application
for flood embankment monitoring into stream data systems, especially sensor
networks. A model has been proposed for storing the data acquired from sensors
(saturation, pore pressures, temperature), dedicated to data stream storing and
processing. Another proposal considers a method for comparing input stream
data with scenarios that assume stability of embankments as well as the scenarios
that led to the violation of its stability. The key features of the proposed model
(schema, scenario analysis) are included in this article. Future work involves
consideration of such problems as efficient spatial indexing of data acquired from
different measurement points on the grid of sensor networks. Another problem is
the sizing of the sliding windows in order to perform proper scenario analysis [19,
20]. This case and its related issues is a topic for further consideration. It may
be also considered to use machine learning methods to assess the embankment
stability. For example, support vector machines can be trained with large amount
of data using the framework proposed in [13].
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22. Piórkowski, A., Leśniak, A.: Using data stream management systems in the design
of monitoring system for flood embankments. Studia Informatica 35(2), 297–310
(2014)
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