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Abstract. Virtual Organizations (VOs) consist of groups of agents that 

collaborate towards achieving their specified goals. VO Partners are independent, 

autonomous, and heterogeneous, thus often exhibiting complex behaviors in co-

working. Frictional behavior demonstrated by even  a few partners, may cause 

drastic results and total failure of the VO. Therefore, it is necessary to model and 

analyze VO partners’ behavior. This paper introduces the VO Supervision 

Assistance Tool (VOSAT), developed based on leveraging partners’ 

commitments/promises, to monitor partners’ behavior against the synergetic 

norms in the VO. For this purpose, three kinds of behavioral norms are defined, 

including: socio-legal norms, functional norms, and activity-related norms. 

Additionally, a fuzzy norm is introduced to indicate agents’ trustworthy behavior. 

The functionalities supported in VOSAT enable the VO coordinator with 

identifying the high risk tasks and the weak or weakest points in the flow of VO 

planned operations. It further assists the coordinator with finding suitable 

candidate partners for handling the exceptions that arise during the VO operation 

phase. These in turn improve the success rate of the VOs. 

Keywords: Virtual Organizations; Behavioral Norms; Promise Formalization; 

Trust modeling; Behavior Monitoring. 

1   Introduction 

An agile Virtual Organization (VO) can be effectively launched within a Virtual 

organizations Breeding Environment (VBE), to respond to the emerging opportunities, 

either for innovation or to reflect on market changes [1]. Typically VOs consist of 

autonomous, heterogeneous, and geographically distributed organizations, which 

collaborate to achieve the specified set of VO goals. As reported in [2], the study of 

Laciyt on the construction, benefits and risks of Virtual Enterprises indicates that less 

than 50% of these established VOs were successful, while more than 30% of these VOs 

ended up either in total failure or having high risk to fail. Primarily, two categories of 

risks - exogenous and endogenous - are highlighted in the literature [3] in relation to 

the success rate of virtual organizations. The former refers to the risks caused by 

external factors such as the external political risks, technical risks, financial risks, etc. 

The latter refers to the risks that caused by factors internal to the VO, which rise through 

its business activities. Furthermore, the behavior of involved organizations is identified 

as a main element of the endogenous risks. In the approach, which is proposed in this 

paper, the behavior of organizations can be monitored through the time, such that weak 
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points can be identified and brought to the attention of the VO coordinators, to take 

appropriate strategic actions.  

For this purpose, a framework is introduced for monitoring partners’ behavior in the 

VO. Within this framework, we introduce three kinds of behavioral norms, including 

socio-legal norms, functional norms, and activity-related norms for the VOs [4], which 

constrain the partners’ behavior and that can be monitored for predication of potential 

related risks in the VO. Although these three kinds of norms are briefly described 

below, please note that the main focus of the paper and the remaining sections is on the 

activity-related norms. 

The main norms that rule over the socio-legal aspects applied to VO partners are 

either those that are known and generally observed in the society, or those that are 

formalized as clauses within the consortium agreement prepared for the VO, and which 

are agreed and signed by all partners. We have adopted the approach proposed in [5] to 

categorize the socio-legal norms as obligations, prohibitions, and permissions, 

although formalization of these norms is not the main focus of the paper. For example, 

leadership rights are considered as socio-legal norms from the permission category. 

The general terms of operational collaboration among agents involved in a VO are 

officially negotiated among them via the contracts signed during the VO formation 

stage, indicating that the partners together fulfill the VO’s objectives. In our framework, 

based on the specifications provided in the VO contracts, a responsibility template is 

first assumed to be extracted and formalized partially as a time chart, and partially as 

textual terms specified in the contract, indicating the main roles and general 

responsibilities of the VO partners. However considering the dynamic and adaptive 

nature of the VO, these contract terms do not and/or cannot specify the details of day-

to-day activities of the VO partners. 

Functional norms in the VO correspond to and reflect on the assignment of coarse-

grained tasks, but with partial responsibility for each partner, according to what is 

expressed and represented within the VO responsibility template. Furthermore, the 

functional norms together with the responsibility template provide the base for 

definition and assigning of day-to-day activities to each partner, throughout the VO 

operation phase. However, before such activity assignment is made, it needs to be 

planned and agreed among the VO partners. In fact such agreement must be reached 

between two parties, e.g. the task leader who suggests the sub-task, and the partner who 

commits to the sub-task. In our proposed approach, after reaching each agreement, a 

promise is made by the partner to the task leader, to perform the needed activity. 

Fulfillment of a promise made as the result of the agreement described above shall 

correspond to the activity-related norms in that VO. Therefore, the activity-related 

norms are also in conformance with the functional norms at the VO.  

In this paper, the presented examples target the fine-grained behavior of VO 

partners. In other words, while contract-based obligations of partners are reflected 

within responsibility template and can be checked against the functional norms in the 

VO, the presented examples focus mainly on detailed promises given by partners, in 

relation to their daily activities. Through the proposed framework, activity-related 

behavior of partners can be monitored and their possible violations against activity-

related norms are identified. The decision on how to deal with the violation of norms 

and which sanction to impose on violating partners is also usually specified in the 
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consortium agreement document. But the decision on applying a sanction to a partner 

is typically made by the VO coordinator and the management team.  

As a consequence of supporting the monitoring of activity-related behavior of VO 

partners, it is also possible to reason about partner’s trustworthiness level, based on 

their past behavior. For the purpose of reasoning on trust level of partners, a fuzzy norm 

is defined in the framework. We can also monitor and check for the violation of this 

defined fuzzy norm representing the partner’s trustworthiness level. Using the 

information about partners’ trustworthiness, it is possible to reason about the risk 

factors in the VO. For instance, considering the complete set of current promises at the 

VO, the least trustworthy promise(s) can be identified. Furthermore, establishing the 

trustworthiness of partners can also be used for making other decisions by the VO 

coordinator. For instance when and if an exception is raised for which VO partners need 

to volunteer to take over some tasks, the VO coordinator can select the most trustworthy 

among all volunteers.  

The remaining structure of this paper is as follows: Section 2 addresses a high level 

formalization of behavior in Virtual Organization. Section 3 discusses monitoring the 

activity-related norms. Section 4 specifies how our tool enables the VO coordinators to 

monitor the trustworthiness of agents. Section 5 addresses some related research, and 

how our proposed framework compares against them, and Section 6 concludes the 

paper. 

2 High Level Formalization of Behavior in Virtual Organizations  

Virtual Organization is a temporary goal-oriented collaborative network, which is 

formed in response to the emergence of a business opportunity, e.g. a manufacturing 

project, and will be dissolved when its goals are achieved. To fulfill the VO’s 

objectives, typically at its creation stage, a number of contracts and a VO Consortium 

agreement are prepared and signed. A Consortium agreement represents the base for 

socio-legal norms in the VO, consisting of authorizations, permissions, prohibitions, 

and obligations. Although socio-legal norms are very important to be defined, they do 

not directly relate to the operational goals of the VO, rather they support the 

collaboration atmosphere/infrastructure, which is required for fulfilling its operational 

goals. These norms include both the generic norms common to all VOs, as well as 

certain specific norms relevant only to each VO as a single virtual entity. The co-

working norms, the norms for sharing data / knowledge / resource, and the prohibitive 

norms are some examples of these generic norms. The inheritance of the VO assets and 

responsibilities at the VO dissolution phase, among others are examples of domain 

specific norms. Socio-legal norms can be categorized using the approach proposed in 

[5], and are not the main focus of this paper.  

As mentioned in the Introduction section, the general responsibilities of VO partners 

can be extracted from their contracts, which are established during the VO creation 

stage, and presented in a responsibility template. For example, Fig. 1 shows the 

responsibility template in the VO established for an R&D project.  
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Fig. 1.  Example of responsibility template for R&D projects 

However, usually a task involves several partners, and pre-defining all details of the 

sub-tasks cannot be effectively done during the VO creation stage. It is rather during 

the VO operation stage when the responsibility template constituting the functional 

norms is further instantiated with the definition of more detailed activities for each sub-

task, with their interdependencies and specific partner assignments.  
We consider that all agreements made among agents for performing their day-to-day 

activities (sub-tasks) are specified as promises. As such, the promises made in a VO 
provide the definition of activity-related norms. One important and challenging issue in 
Virtual Organizations is how to deal with joint-responsibilities. Usually, there are 
activities that should be performed by a group of agents, for which all agents are jointly 
responsible. In VOSAT framework, these kinds of day-to-day activities are referred to 
as joint-promises [4]. Making a joint-promise by several agents leads to each of them 
obliging itself to performing its own responsibilities as well as contributing to the 
fulfillment of parts for which other partners are responsible. This is due to the fact that 

Instantiation of Responsibility 

Template at time P1: 
• Details of task/sub-task (e.g. their 

interdependencies, deadlines, 

etc.) are not clearly specified at 

VO creation phase 

• During VO operation phase, and 

through negotiation, they are 

specified: 

� Sub-tasks of Task T3 of 

WP7: 

1. Service specification & 

registration / Org 5&2 

2. Service discovery/ Org 5 

3. Service integration/ Org2 

4. Service monitoring /Org2 

 

� Deadlines are also 

specified` 

 

* Agents make promises to perform the 

above sub-tasks. Fulfilment of theses 

promises is defined as Activity-related 

Norms. 

VO Contracts : 
• VO objectives  

• List of beneficiaries  

• Budget breakdown 

• VO coordinator and manage structure 

• ….. 

• WP specifications (objectives,  involved 

agents , deliverables, timeline) 

� Title: WP7-SERVICE-ORIENTED 

SYSTEM ARCHITECTURE FOR 

COLLABORATION  

� Involved agents: Org 2, Org 5 

� WP inter-dependencies 

� Tasks, with leader, partners, 

deadlines, etc. 

� Tasks of WP7:  

T1: Reference model for 

collaborative service 

provision  /deadline 1/ 

Org 5 
T2: Interfaces for developed 

services / deadline 2/ Org 2 
T3: Mechanisms for defining 

composed services 

 
Responsibility Template : 
Responsibilities of Org 2: 

1. Providing interfaces for required services  

2. Providing mechanisms for defining composed services –Jointly-Responsible with 

Org 5 

Responsibilities of Org 5: 
1. Providing a reference model for collaborative service provision  

2. Providing mechanisms for defining composed services –Jointly-Responsible with 

Org 2 

…… 
Fulfilment of these responsibilities is defined as Functional Norms. 
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with joint responsibilities, the reputation and financial interests of all involved partners 
are at risk. To support fairness in keeping joint-promises, the framework requires that 
agents involved in a joint-promise also rank their collaborators on the level of 
cooperativeness and performance toward the joint-responsibility. 

The supervisory function of VOSAT provides an enforcement mechanism to detect 

when a norm is active as well as when and if it gets violated. In other words, to support 

the VO supervision, it is needed to monitor agents’ behavior. This is done partially 

through checking the compliance of agents’ behavior with the norms of the VO, and 

imposing corresponding sanctions on agents that violate norms. Additionally, since 

functional norms are in conformance with the activity-related norms, it is sufficient to 

monitor only the activity-related norms. Besides the activity-related norms, as a part of 

functionality for monitoring partners’ behavior, the level of partners’ trustworthiness is 

also monitored and analyzed against a fuzzy norm defined in the VO. 

In a normative environment like a VO, norms can have different levels, norms at 

level zero are triggered by the external events, whereas a level k + 1 norm, with k > 0, 

is triggered in case of a violation of some norm(s) defined at level k [5]. In VOSAT 

framework, trust level is defined as a fuzzy norm for each agent. Activity-related norms 

are at level 0, because these norms are triggered by environment-related facts. 

However, the trust(worthiness) level, which is typically triggered by the violation of 

activity-related norms, is at level 1.   

Imposing related sanctions against the norms’ violations is very important in Virtual 

Organizations. For instance, if a promisor notifies the VO coordinator before reaching 

the deadline that it cannot fulfill its promise on time, it should then be punished less 

than if it were in the situation in which the deadline is passed and the promise if not 

fulfilled. But clearly, the sanction policies are not the same in different VOs. Usually, 

there are two kinds of sanctions that can be applied in order to incentivize the norm 

compliance and to discourage deviation from norms, one affects agent’s resources (e.g. 

financial punishment), and the other one affects agent’s reputation (e.g. black listing), 

and both leading to the need of re-assignment of the agent’s tasks to others. Sanction 

rules are either mentioned in the consortium agreement or specified by the VO 

coordinator, and can be defined as response to the violation of norms at each of the 

mentioned levels. 

3 Monitoring Activity-related Norms  

In VOSAT framework, as originally introduced in [4] and further extended in this paper, 

a promise is defined as a tuple <x, y, p, d, q, d′> where x is the promisor agent, y is the 

promisee agent, p is the proposition which a promisor should bring about before 

deadline d, q is a pre-condition for realizing p by x, and d′, is the deadline before which 

q should hold. 

Please note that the VOSAT system considers the notion of time, and can decide when 

and if a deadline is reached. In this framework, as shown in Fig. 2, different states are 

considered for a promise. If the pre-condition of a promise is fulfilled on time, the 

promise’s state is Conditional, but if it is not fulfilled before reaching its deadline, the 

promise’s state is Unconditional. However, if the deadline of pre-condition is passed and 
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its pre-condition is not fulfilled then the promise is Dissolved. If the deadline of a 

promise is passed and the promised proposition is fulfilled then the state of the promise 

is Kept, but if it is not fulfilled by the deadline, the promise’s state is Not Kept. The 

Invalidated promise is the one that has not been fulfilled due to some reasons beyond the 

promisor’s control. If the promisee cancels its promise its state is Withdrawn, while if 

the promisor cancels it, its state is Released. For example Pr
 , as it appears in Fig. 3, 

represents a conditional promise. 
 

Promise States 
Description 

Conditional (C) 

There are some conditions that need to be fulfilled first. 

Unconditional (UC) All conditions are fulfilled before their deadlines  

Kept (K) The promise is assessed to have been kept. 

Withdrawn (W) The promise is withdrawn by the promisor. 

Invalidated (In) The promise has not been fulfilled due to some reasons beyond the 
promisor’s control. 

Released (R) The promise is not needed any more, so it is cancelled by the promisee. 

Not Kept (NK) The promise is assessed to have not been kept. 

Dissolved (Dis) When conditions are not fulfilled before their specified deadlines. 

 

Fig. 2. Different states of a promise 

 

Furthermore, in VOSAT, the state of promises made by each partner is monitored. 

For this purpose, a set of rules are defined that apply to promises during their life cycle, 

and represent how the facts from the environment, and actions taken by the promisor 

potentially cause the state transition in given promises.  Fig. 3 represents a set of rules, 

which are further explained below. 

 

• �, �, �
�����, �, �, �, �, �′� ⇒ 						��
��, �, �, �, �, �′�	
• ��
��, �, �, �, �, �′�	, ¬�′	, �������	� , �� ⇒ 	��!
��, �, �, �, �, �′� where z 

is an arbitrary agent 

• ��!
��, �, �, �, �, �′�	, ¬�	, �������	��, �� ⇒ 						��"��, �, �, �, �, �′� 
• ��!
��, �, �, �, �, �′�, ¬�,#�$ℎ��&'��, �, �� ⇒ 						��(��, �, �, �, �, �′� 
• ��!
��, �, �, �, �, �′�, � ∧ ¬�	, *+� ⇒ 					��,"��, �, �, �, �, �′� 
• ��
��, �, �, �, �, �′�, �′ ∧ ¬�	, *+� ⇒ 						��-./��, �, �, �, �, �′� 
• ��!
��, �, �, �, �, �′�, �, �&����� ⇒ 						��01��, �, �, �, �, �′� 
• ��!
��, �, �, �, �, �′�	, �	, 2���&3�	��, �, �� 	⇒ 					��4��, �, �, �, �, �′� 

 

Fig. 3.  Rules for state transition of a promise during its life cycle [4]  

 

The rules primarily express how agents’ interactions influence the state of promises. 

In these definitions, we use “T” for true and “nop” for no-action operation. A rule is 

represented as ρ, φ, α ⇒ ψ where ρ	, φ, α respectively represent a promise-related fact, 

an environment-related fact and an action, and ψ represents a promise-related fact. 
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Promise-related facts describe the state of a promise as addressed above, e.g., 

Pr
�x, y, p, d, q, d′� denotes the fact that this promise is in conditional state.  

Environment-related facts describe the state of the environment e.g. if 9 is d, then it 

represents that a deadline is reached, and if 9 is T, it represents that the environment 

facts are irrelevant to this rule.  

We further define a specific set of actions that influence the state the promise as 

shown below. For instance, the creation of a new promise is achieved through an 

“Agree” action. 

• Agree�x, y, p, d, q, d′�: x agrees with 	y to make the proposition p true,       before 

the deadline d, if the proposition q is true before deadline	d=. 
• Withdraw�x, y, p�:	x informs y that he withdraws his promise to make the 

proposition p true in the environment. 

• Release	�y, x, p�: y tells x that it is no longer needed to keep his promise to 

make the proposition p true in the environment. 

• Fulfill	�x, p�:	x fulfills its promise and thus the proposition p is now true in the 

environment. 

• Fail�p�: proposition p can no longer become true in the environment, due to an 

external failure. This is considered as an environmental action rather than an 

agent’s action. 

The state of our proposed behavior supervisory system makes a transition either 

when an agent performs an action, as mentioned above, or when a deadline is reached. 

Agents’ actions may also cause some environment-related facts to become true, which 

in turn may trigger some rules applied to the life cycle of a promise. Consequently, in 

time both the sets of promise-related facts and the environment-related facts will be 

changed, and new facts are derived.  

It should be noticed that for each promise, at most one of the mentioned states is true 

at any point in time and that some states including kept, not kept, withdrawn, 

invalidated and dissolved will in principle remain true in the VOSAT framework, once 

they are true. Not kept and withdrawn states are considered as violation states, and may 

be decided in a VO to remove them once the sanctions  (e.g. charging some damage 

costs to an agent or adding the agent to some blacklists) are applied. Other states except 

for conditional and unconditional will remain in the promise-related facts forever.  

The derived promise-related facts, such as the withdrawn and not kept states of 

promises, may in turn also trigger some sanction rules, and result in some new facts, 

which should then be transmitted to the VO coordinator. For instance 

	��,"��, �, �, �L, �, �M� ⇒ ���	N&�OP��3$	��� is a kind of sanction rule, relating promise-

related facts to environment-related facts. This sanction rule adds the promisor of a not 

kept promise to a specific black list, for example to be used later for making decisions 

by the VO coordinator, such as in the case of selecting suitable VO partners for creation 

of a new VO.  

We have used Organization Oriented Programming Language (2OPL) [6] as the 

organizational setting to implement our supervisory assistance tool. Some details about 

our implemented tool are addressed in [4]. 
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4 Agents Trustworthiness Level as a Fuzzy Norm 

The violation of activity-related norms may only trigger sanction rules but also trigger 

some new norms, such as the trust(worthiness) level norm related to involved agents. 

In other words, the trustworthiness level of an agent may increase/decrease depending 

respectively on its fulfillment or violation of its activity-related norms. Therefore, as 

explained earlier, the activity-related norms are norms of level 0, while the 

trustworthiness level norms are norms of level 1.  

4.1   Trust Modeling  

There are a large number of approaches introduced in the literature for an agent to build 

a model of trustworthiness for other agents in an environment. In [7], a survey of trust 

models and approaches is presented and two categories of techniques, i.e. objective 

external evaluation agencies [8] and subjective external evaluation agencies are 

introduced. Our approach applies a combination of these two general approaches, i.e. a 

VOSAT’s normative artifact collects on one hand the information related directly to an 

agent’s behavior norm abidance containing certain pre-defined criteria, and on the other 

hand collects the ranking by others about each agent’s collaboration, as provided by 

other agents when together performing joint-responsibilities. These two factors are then 

combined for calculating an overall trust value of each agent, applying a fuzzy 

comprehensive evaluation method. Our approach is flexible and different factors can 

also be added to it if needed for evaluating agents’ trustworthiness. The fuzzy 

comprehensive evaluation method [9], which we introduce for trust evaluation in VOs, 

considers various factors �each	indicated	as	fS� that influence a certain element, and it 

applies fuzzy mathematical methods to evaluate the merits and demerits of that element 

[9]. At the first stage, the fuzzy factor set F = UfL, fM, … , fWX and the evaluation set E =
UeL, eM, … , eZX are established. In VOSAT approach, we have considered two fuzzy 

factors of individual norm abidance - evaluated in the interval of [0,2], and collective 

norm abidance - evaluated in the interval of [0,2]; thus fL denotes individual norm 

abidance and fM	denotes collective norm abidance. To evaluate the individual norm 

abidance for an agent A, the interaction/collaboration experiences of agent A with all 

other agents are considered, namely the number of all kept promises made by A to other 

agents, and the number of all violated promises. To evaluate the collective norm 

abidance for an agent A, all received ranking recommendations from other agents about 

A are aggregated. 

Our proposed evaluation set for trustworthiness, i.e. UeL = high	distrust, 	eM =
medium	distrust, 		e\ = low	distrust, e^ = low	trust, e_ = medium	trust, e` =
high	trustX is defined in the interval of [0,2].  
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Fig. 4. The proposed trust evaluation set 

As Fig. 4 shows, membership functions from left to right correspond to 

UeL, eM, … , e`X. At the second stage, we establish the fuzzy evaluation matrix R. So far, 

we have defined how to collect/calculate the value for each factor. Then according to the 

value of factor fS, we can determine its grade of membership in each ea, which is 

expressed as rSa. For example, if for agent A we have UfL = 1.6, fM = 1.2X then the fuzzy 

evaluation matrix R to calculate its trust level is R = e00
0
0
0
0
0
1
1
0
0
0g. 

 

At the third stage, we introduce different weights for each introduced factor, i.e.	W =
UwL, wM, … ,wWX, where ∑ 	wS = 1W

SiL . Depending on the type of VO the importance of 

one factor may be more than another factor. Assuming the W = U0.7, 0.3X relating to the 

factor set of UfL = 1.6, fM = 1.2X, the result of the comprehensive fuzzy evaluation is 

calculated as B = W ∙ R = n0.7,0.3o ∙ e00
0
0
0
0
0
1
1
0
0
0g = n0	0	0	0.3	0.7	0o. 

 

For the defuzzification process, we directly apply the center of gravity method, as 

introduced in [10]. As a result of defuzzification, the result of B will transfer to a single 

value, denoting the overall trustworthiness of each agent. For the mentioned example, 

the n0	0	0	0.3	0.7	0o is then defuzzified to 1.49, showing the overall trust value of agent 

A. If in a specific VO, the minimum accepted level of trustworthiness is “medium trust” 

then the violation of this agent (with the overall trust value 1.49) is zero. 

In our approach we also emphasize the importance of having sufficient information 

about an agent for evaluating its trustworthiness level. Therefore, for fairness purposes, 

a confidence level should also be considered for each factor related to the agents in the 

VO. In other words, if the confidence level for a factor is above a predefined threshold, 

then it has a direct effect on the trust evaluation results. For example, if an agent’s 

involvement in the VO is either for longer than T period of time or in more than C 

number of activities, his trustworthiness level norm is active and it will be monitored if 

any activity-related norm of his is violated. Trustworthiness level norm can also be 

treated differently based on the type of the VO. For example in one VO it may be 

sufficient to have a medium trust level for agents, while in another one it may be 

necessary to fulfill the high trust level for all agents. 

One advantage of monitoring this fuzzy norm for trustworthiness of agents is to 

enable the VO coordinator with finding the best potential candidate for handling the 

exceptions that require re-assignment of tasks. Another advantage is to assist the 
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coordinator with identifying which one of the running tasks (current promises) might 

involve risks, through identifying which agents’ trustworthiness level norm are violated. 

5 Related Works 

In relation to agents formal commitments, a number of research in the multi-agents 

community address the area of agents’ formal contracting, the concept of leveled 

commitment contract [11], and reasoning about commitments and penalties [12]. The 

authors in [13] propose a contract fulfillment protocol based on the normative 

statements’ lifecycle. Our approach however differs from the above approaches due to 

targeting the specificities of the VO environments, e.g. the aspects of continuous 

evolution, joint responsibilities, etc., for which we introduce and apply the concept of 

promises that are not necessarily bilateral.  

Related to categorization of norms in agent communities, in [14] a two-level 

normative agent interactions is proposed for a society of agents including an 

institutional level, and an operational level. The institutional, constitutional, and 

operational levels are also addressed as a hierarchical organization of norms in [15]. 

Although our proposed approach has some aspects in common with these approaches, 

it addresses the VO dynamism as activity-related norms, defined as promises, which do 

not directly represent contractual obligations. Furthermore in our approach, such 

dynamic aspects are specified gradually during the VO operation phase. 

In relation to research on the formalization of promises and norms, in [16] and [17] 

some definition of promises are represented by Modal logic. However this logic does 

not allow for reasoning about the complex life cycle of promises, which is needed in 

our proposed operational framework for VOs. In [18] norm conflicts and 

inconsistencies in Virtual Organizations of software agents are addressed. Dynamic 

nature of a VO results in changing the agents’ normative position, and consequently 

conflicts may occur in an agent’s norms. In their model of norm-governed agency 

inspired by the BDI model, agents can independently decide either to obey their norms 

or to violate them. However, in VOSAT framework, the internal states and operations 

of individual agents are not considered and only the external actions of agents are 

monitored against the given set of norms. Moreover, agents’ actions are not limited to 

the two types of actions - obedience and violation- rather a number of different states 

are considered for promises.  

According to the theorem of “duality of structure” [19], in a VO where agents 

repeatedly refer to the social structures (norms) to do their actions, trust is a medium of 

structuration. In relation to computational reputation and trust models, in [8] four 

different categories are classified, which are explained below. In the so called category 

of Agent-Oriented Solitary Approaches [20], the evaluations are calculated by the agent 

itself according to its own previous experiences without any exchange of information. 

In the category of Agent-Oriented Social Approaches [21], agents calculate the 

evaluations considering both their own experiences as well as the third-party 

information. Trust modeling in social networks is usually categorized in agent-oriented 

approaches [22]. In the categories of Objective External Evaluation Agencies [8] and 

Subjective External Evaluation Agencies [23] instead of agents, external agencies 
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collect the information. The former computes evaluations according to certain objective 

criteria, while the latter aggregates the subjective agents’ evaluations that are collected 

by the system. In proposed approach, we combine elements from the last two 

approaches above, to make the trust model for VO partners. 

6 Conclusions 

This paper addresses a framework and tool called VOSAT for virtual organizations to 

assist with controlling the behaviors of agents involved in VOs, through monitoring their 

activity-related norms and imposing appropriate sanctions when agents fail and norms 

are violated. To perform day-to-day activities a number of individual and joint promises 

are made by the involved agents, which in turn define the activity-related norms in the 

VOs. The main focus of the paper is on the definition of the needed framework as well 

as the extension of the tool to define and monitor trustworthiness level of agents as a 

fuzzy norm. Consequently, the VOSAT enables the VO coordinator with both finding 

suitable candidate partners to replace a failing partners and handle such exceptions 

during the VO operation phase, as well as identifying the weakest points or the high risk 

tasks in the VO’s planned operations. These in turn assist with improving the success 

rate of VOs. The proposed tool is prototypically implemented using the Organization 

Oriented Programming Language (2OPL) [6], and more details about the tool 

implementation are addressed in [4]. 
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