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Model Checking of Hybrid Systems
using Shallow Synchronizatiorf

Lei Bu!, Alessandro Cimatti Xuandong L, Sergio Movet, and Stefano Tonetta

! state Key Laboratory for Novel Software Technology, Nagjuniversity
2 Fondazione Bruno Kessler - IRST

Abstract. Hybrid automata are a widely accepted modeling frameworlsys-
tems with discrete and continuous variables. The traditisemantics of a net-
work of automata is based on interleaving, and requires ¢mstouction of a
monolithic hybrid automaton based on the composition ofghtomata. This
destroys the structure of the network and results in a lossfffiency, espe-
cially using bounded model checking techniques. An altdreacompositional
semantics, called “shallow synchronization”, exploite thcality of transitions
and relaxes time synchronization. The semantics is olitdigeomposing traces
of the local automata, and superimposing compatibilityst@ints resulting from
synchronization.

In this paper, we investigate the different symbolic enngdiof the reachabil-
ity problem of a network of hybrid automata. We propose a heveoding
based on the shallow synchronization semantics, whictvaltbfferent strategies
for searching local paths that can be synchronized. We imgaiéed a bounded
reachability search based on the use of an incrementalfighilisy-Modulo-
Theory solver. The experimental results confirm that the eegoding often per-
forms better than the one based on interleaving.

1 Introduction

Hybrid automata ([13]) are increasingly recognized as arclmodeling framework
for systems with discrete and continuous variables. Masyesys are structured into
components, and can often be naturally modeled as netwbdmmunicating hybrid
automata: local activities of each component amount tosttians local to each hy-
brid automaton; communications and other events that anedtbetween/visible for
various components are modeled as synchronizing transitibthe automata in the net-
work; time elapse is modeled as shared timed transitions trBlitional asynchronous
semantics is based on interleaving, and requires the cmtistn of a monolithic hy-
brid automaton based on the composition of the automataeimétwork. Intuitively,
this means that a path in the automaton is the result of thgosition of interleaving
paths. However, the monolithic automaton resulting from¢bmposition can be seen
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Provincia Autonoma di Trento (project ANACONDA).



as the result of a “strict synchronization”, and the analysis to deal with an overly
large number of paths, since the structure and the locdlittyeonetwork are not taken
into account.

An alternative semantics [5] for networks of automata eitplthe fact that au-
tomata can be “shallowly synchronized”. The intuition iatteach automaton can pro-
ceed based on its individual “local time scale”, unless theyform a synchronizing
transition, in which case they must realign their absolinet This results in a more
concise semantics, where traces of the network are obtainedmposing traces of lo-
cal automata, each with local time elapse, by superimpagimgture based on shared
communication.

In this paper, we provide a fully symbolic account for bouthdeachability under
“shallow synchronization”, and we explore various seatchtegies. We implement the
approach in the sub-case of linear hybrid automata and wa 8sgisfiability-Modulo-
Theory (SMT) [15] solver to check the satisfiability of therfaulas encoding the reach-
ability problem. The main advantage is that the transitiglation of each automata is
unrolled only for the steps necessary to reach locally thgetgregardless the length
of the interleaving with the other automata). Typicallycdb paths are much shorter
because they do not need to stutter allowing other procésgeeform local or non-
shared events. The disadvantage is that we may use adtlitaoiedbles and constraints.
We experimentally investigate this trade-off and the rssshow that the new encoding
often performs better than the one based on interleavirgafiicular, the improvement
increases at the growth of the difference between the levfgthe local traces and the
length of the interleaving trace.

The paper is structured as follows. In Section 2 we presemedoackground on
hybrid automata and their composition through interlegvin Section 3 we present
the shallow synchronization semantics revising the cotsaggscribed in [5] and defin-
ing explicit mappings from the semantics with strict syrartization to the shallowly
synchronized one, and vice versa. In Section 4 we show davaya to symbolically
encode the bounded model checking problem for shallow spnitation semantics.
In Section 5 we discuss related work. In Section 6 we experialy evaluate our ap-
proach. In Section 7 we draw some conclusions.

2 Background

Notation Given a setV’ of real-valued variables, we denote wiftB(V') the set of
Boolean combinations of linear equalities and inequalitieerV’. We denote with/’
the set of “next” variables and witl the set of first derivative of the variables in
over time. We writel”” = V" as an abbreviation fo  _,, v" = v.

If fis a collection of real function§f*},c1-, we denote withf" the composed
function fV (t) = Iev f2(1).

Given a formulap in £B(V) andV a set of copies of the variables¥f, we denote
with (V') the formula obtained by substituting eacks V' with its copyv € V. Given
a formulag in EB(V), two copiesV’; andV, of V, andy a linear term, we denote

with ¢(@) the formula obtained by substituting eaclke V' with % and then
multiplying by ¢ (thus¢(%) is a Boolean combination of linear constraints).



2.1 Hybrid automata

Due to lack of space, but without loss of generality, we fefsthe presentation to the
framework of Linear Hybrid Automata (LHA). The results peesed in the rest of this
paper however apply to the general case of Hybrid Automatiefised in [13§.

Definition 1 ([13]). ALHA is atuple(Q, E, X, F, I, Z, J,U, L) where

— @ is the set of locations,

— F C Q x Qis the set of edges,

— X is the set of continuous variables,

— foreachq € Q, F(q) € [,B(X) is the flow condition (denoted also &3),

— foreachq € Q, I(q) € LB(X) is the initial condition (denoted also &),

— foreachq € Q, Z(q) € LB(X) is the invariant condition (denoted also &3),

— foreache € E, J(e) € LB(X U X') is the jump condition (denoted also dg),

— U is the set of labels,

— foreache € E, L(e) € U is the label of the edge (denoted alsola3.
Definition 2. Arunof a LHA H is a sequencéyy, so) “ (q1,51) - - {Gn-1,Sn—1) an
(Gn, sn) such that:

— forall i,0 <i <n,q; €Q ands; is an assignment to the variables.&f

—foralli,1 <i<mn,a; € UURZ2? hereaftert, = Zlgjgi,ajeRzo a; andty = 0;
we callt,, the final time of the run; we call the pa{r;, ¢;) anevent

— foralli,1 <1i < n,ifa; € RZ%, theng;_; = ¢; and there exists a collection of real
functions{ f}.,cx such thatf? is differentiable oveft;_y,¢;] and fX (t;—1) =
si—1 and ;X (t;) = sq;

—foralli,1 <i<mn,ifa; € Uthen{g;—1,¢;) € Eanda; = L(<q.i71,%'>);

— foralli, 1 <i<n,ifa; € R2% thenforallt € [t,_1,t], thenfX(t) = F,,;

— so = I andforalli, 0 <i < n,s; = Z,;

—foralli,1 <i<n,ifa; € RZ% thenforallt € [t;_1,t:], [ (t) E Zy;

— for all 1,1 <1<n, if a; €U thenSi_l,Si ': J<qi71_’qi>.

A run oy is a refinement of another run; iff o; is obtained by by splitting some

timed transition(q;, s;—1) & (g, 8:), a; € RZ0 into two or more timed transitions

(@i, $i-1) 2 {qiysi,) - A, Si, ) Ll (gi, si) such thaw;, € R=%,1 < j < h, and,

> 1<j<n @i; = a;. Atimed transition(g;, s; 1) X {q;, ;) with a; = 0 € R2C is called

a stuttering transition.
2.2 Network of hybrid automata

The definition of network of hybrid automata is based on thiin@®n in [13], which
means components communicate with each other by shardd.labe

3 As far as the solutions of the flow conditions can be represkint the logic handled by the
SMT solver



Definition 3. Given two LHASH1 = <Q1,E1,X1,F1,Il,Zl,Jl,U17L1> anng =
<Q2,E2,X2,F2,Ig, Za, Ja, UQ,L2> with Q1NQ:=X1NXy = @, thecomposition
Hy{ x Hy is the LHA(QP,EP,XP,FP,IP, Zp7 JP, UP,LP> where

- Qp = Q1% Q2

- Ep = {{¢1 X g2,q1 X @3) | either(q1,q1) € E1,q¢2 = g3, L1({q1,41)) & U2,
or (g2,q3) € E2,q1 = ¢1,L2({g2,93)) & Ut, or {q1,q1) € E1,(q2,93) €
Es, Li((q1,41)) = La2((g2, 42)) }

- Xp=X;UXo,

- Fp(q1 X ¢2) = Fi(q1) A Fa(g2),

= Ip(q1 X g2) = Ii(q1) A I2(g2),

= Zp(q1 X q2) = Z1(q1) A Z2(q2),

— Up =U;UU,,
J({q1,q1)) N X5 = Xo if g2 = g3, Li({q1,q1)) & Uz

= Jp({er X @2,q1 x @3)) = J({@2,9)) AN X1 = X1 if 1 = q, L2({q2,93)) € Un
J({q1,a1)) NI (g2, 43)) if L1({q1, q1)) = L2({g2, 43)),
L({q1,41)) if g2 = ¢, L1({q1, q1)) € U2

= Lp({q1 X q2,q1 X ¢5)) = § L({q2,43)) if @1 = q1, La({q2, ¢3)) & Un
L({q1,41)) If L1({q1, 1)) = L2({g2, 43))-

Definition 4. A network’ of LHAs is a tuple of LHAs.
The semantics of a network of automata is given by the cortiposif the automata.

Definition 5. A synchronized rurof a networkH = (H.,...,H,) is a run of the
compositionH; X ... x H,.

In the following we refer to a run of a single automaton in aveek as “local”, to
distinguish it from a run of the composition automaton.

Reachability problem Given a network of automat& = (H,, Hs,...,H,), and
a target sefl” = (g1, 2, ..., qn), the reachability problem foi andT is to verify
whetherg; x g2 X -+ X ¢, can be reached in the compositibfi Thus, we consider
only finite runs, although the approach can be extended taitiafiuns which can be
represented by lasso-shape paths.

3 Shallow Synchronization Semantics

While in strict synchronization the behavior of a networlbasically obtained by in-
terleaving, in shallow synchronization a run of the netwisrkhe result of “composi-
tion” of runs local to each automaton in the network. Theitign is demonstrated in
Figure 1. In the upper part, we see three traces of three atitoim a network. Each
automatonH; has a local labet; theij labels are shared between procesdesnd

Hj; 6 denotes local time elapse. We notice that the synchrooizatver theij labels

happens exactly at the same time, e.g., 12 takes place duthtme 5, although the
number of transitions required By, andH, is different. In the lower part of the figure,
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Fig. 1. Three local traces (above), and the corresponding intériggbelow).

we report the corresponding trace based on interleavingrgvbach box contains the
state of each of the three processes). Stuttering (e.gooéps 1 and 3 in the first step)
is modeled by the fact that a process does not have any lalitsl side.

We also define a mapping of a set of shallowly synchronized airthe automata
into a run in the composition of the automata. Intuitivelig mapping induces an equiv-
alence relation among the runs of the composition automatoch are obtained by
composing the same set of local runs with different intetiteg The shallow synchro-
nization is defined according to the trace of a run i.e., thteoli events occurring in the
run. AnS-trace, withS C U, is a trace restricted to the labelsSn

Qn

Definition 6. Given a set of label§ C U and a rune = {(qo, s0) 2 {(q1,81) ... 23
(gn, sn), theS-tracers (o) is the sequence of eveniis, 1), (az, t2), . .., (ax, t) where
t; is the time at which the eveat occurs inc.

Definition 7. Given two LHAsH; and H, with sets of labelé/; and Us resp., leto;
be a run of H; and o, a run of Hs,. Let S be the intersection of/; and U (S =
U; NUz). The pair{o1, 02) is consistentff the S-trace ofo, is equal to theS-trace of
o3 (1s(01) = 75(02)) and the final time of; is equal to the final time afs.

The last constraint on the final time is necessary becausevaige the two runs may
terminate with a series of local steps with different tingng

Definition 8. A shallowly synchronized ruof a network of LHAs is a tuplé =
(o1,...,04) such thato; is the run ofH; and, for all j,h, 1 < j < h < n, 0,
ando;, are consistent.

If 6 is a shallowly synchronized run, we denote withthe j-th component of.

Remark 1.In general, two different events can occur at the same timgénsame
run, because discrete transitions are not forced to bdeaterd with timed transitions.
Moreover, simultaneous events may be interleaved witleidifit orders.

However, in many cases, we can assume that whenever twosesenir simulta-
neously, they have a fixed order. Then, the fgair, o2) is consistent simply iff for all



a € Uy NU; andt € R, {(a, t) occurs inoy iff (a,t) occurs inos. l.e., having the events
at the same time guarantees that the traces are the sameefittitaths and theorems
in [5] have this assumption, while in this section we consttle most general case.

Projection of a synchronized run of the composition aut@man one componentis
the corresponding run local to that component automatduitively, the set of projec-
tions of a synchronized run form a shallowly synchronized fithe projection induces
an equivalence relation over strictly synchronized tracesnely the equivalence of
runs that are the same modulo a reordering of the interldabeds.

Definition 9. Given a network{ and an LHAH € H, the projection7y of a syn-
chronized ruro of H over H is obtained by projecting the states and the assignments
occurring ino on theH component and substituting transitions labeled with eveot
accepted by with stuttering transitiors

The following theorem states the relationship betweenwlesemantics

Theorem 1. Given a synchronized run, the tuple of projection&ry, (o), ..., 7w, (o))
on the different components is a shallowly synchronized Yioe versa, given a shal-
lowly synchronized ruf, there exists a synchronized rarsuch thatw g, (o), ..., 7w, (o))

is a refinement of.

As corollary, there exists a strictly synchronized run téagq, x - -- x g, iff there
exists a shallowly synchronized rérsuch that for ali, 1 < i < n, 8y, reachegy,.

4 Symbolic Encoding

In this section, first, we recall how linear hybrid automatd their reachability problem
can be encoded symbolically; second, we show how we can ersyodbolically the
problem for a network with strict and shallow synchroniaati

4.1 Symbolic encoding for single automaton

In the following, in order to encode the flow condition into aamtifier-free formula,
we assume the convexity of the invariant conditions. Thel®ylin encoding of a single
LHA consists of three formulas representing respectiviedyinitial, the transition, and
the invariant condition. The encoding uses the followindiidnal variables: a discrete
variableloc that represents the current location; a real-valued vigriathat represents
the time elapsed at the current step; a discrete variahigt represents the label taken
at the current step; and two distinguished vafuasds, representing a timed transition
and stuttering, respectively.

4 The projection is well defined because(df_1,s:_1) =% (g:,s;) occurs ino anda; is not a
label of H, then theH components of;—; ands;—; are equal to thé/ components of; and
s; respectively. Thus, the transition can be locally subst@twvith a stuttering transition.

5 An extended version with proofs can be find http://es.fbk.eu/ peopl e/
tonettal/ papers/fortell/



The encoding consists of the following formulas:

INIT := /\ (loc = q — I,(X))

q€Q
INVAR := /\ (loc = q — Z,(X))
q€Q
TRANS := \ (loc = ¢ — (STUTTERV TIMED, vV \/ UNTIMED, ,))
q€Q (¢:p)€E
STUTTER:=1l=SAd=0Alod =locANX' =X

X' -X
—5 )
UNTIMED,p :=1 =Ly, A6 =0Aloc =pA Jyp(X,X")

TIMED, :=1=TAd > 0Aloc" =locA Fy(

Given a reachability problem and a boundn the length of the runs, we can encode
the bounded reachability problem into a formula which iss§able iff there exists a
run reaching the target condition. We assume to have a farifrRGET encoding the
target condition. For example, if we want to check the rehiityaof the locationg, we
can set ARGET := loc = q.

As usual in BMC, we introduck+ 1 copies of every variable in the encoding of the
automata. Then, the reachability problem can be encodedtiatfollowing formula:

BMcF := INIT? A INVAR? A /\ (TRANS' A INVAR™T!) A TARGET"
0<i<k

whereg’ means that the current and next variableg bave been substituted with their
i-th and(i + 1)-th copy, respectively.

When we consider a network, we usel8; to refer to the encoding of the problem
for the automator.

4.2 Symbolic encoding based on interleaving

In principle, it would be possible to generate the automatmnesponding to the com-

position of two or more LHAs, and use the above encoding. Aemeasonable encod-

ing for a network is based on the encoding of each LHA in thevagt. The idea is to

simply conjunct the encodings forcing the shared eventbtes to be true exactly at

the same steps, and forcing the processes to “stutter” wiegnatre not activated. We

assume that the variabddés shared among the encodings of the different automata.
The reachability problem with a bouridcan be encoded as

BMCINT}, := A, ;<, BMCJ; A STRICTSYNCS,

where SRICTSYNC guarantees that for every pair of procesgesdh, every shared
event and the timed event occur at the same step in the twegses, and while a



non-shared event occurs in one process, the other processuitte?:

" . _
STRICTSYNCY, := Ay cjcnen No<icr [\ (i =a <1, =a)

aEUjﬂUh
A /\ (l;'»:a%lflzs)
ac€U;\Up
A /\ (Il =a— l; =3)
acUp\Uj

Al =T<li=T)

The encoding is compositional in the sense that each autoneatndividually en-
coded. However, the necessity of stuttering on non-sharedte and of performing
shared events in the same steps may cause complex runs\asiah€g. 1).

We also consider a variant of the above encoding where we dikrrete transitions
in different automata to occur at the same step of the engodiasically, with this
variant, we do not force a process to stutter when other peeseperform either a
local event or an event which is not shared by the processisrcases, we omit the
constraints which force to stutter. This encoding corresisdo thestep semanticssed
in [12] for encoding the bounded model checking problem ghakronous systems.

4.3 Symbolic encoding based on shallow synchronization

In this section, we propose an encoding based on shallovhsynization. We let each
automaton keep its own copy of the bouhénd the elapsed tim& we do not force
processes to stutter and we let shared events occur aediffgocal) steps. This means
that each of the local encodings is able to construct a loaeét

The reachability problem with bounds= (k1, ks, . .., k,) can be encoded as

BMCSSE[ = /\ BMC';}'], A SHALLOW SYNC
1<j<n

where $1ALLOW SYNC encodes the constraints enforcing that all the paths must be
consistent according to Definition 7. In the following, weegent different ways to
encode 8ALLOW SYNC. (We assume to be in the case described in Remark 1, but all
the encodings that we are showing can be lifted to the genasal)

Encoding based on enumerationThe first way to encoderf:LLOW SYNC is by enu-
merating all possible combinations of steps on which theslsgonization occurs. For
example, processes P1 and P2 may synchronize over@eMauttc may occur in step 2
for P1, and in step 4 for P2.H3\LLOW SYNC guarantees that, for all pairs of processes,
(1) if a shared event occurs in the first process, then the evest owgur also in the

6 Note that it is not necessary to force at least one process istutter.



second process at the same time (possibly in different)stepd(i:) the final time of
the two processes is the same:

SHALLOWSYNC := Ay pan Awcvnon. \ (F =a = \[ B =anty =) A

1<i; <k; 1<in<kn
in _ iy i _ gin
/\ G =a« \/ I =ant] =t") A
1<in<kn 1<i; <k;
ki _ k1
Nicjenty =1

Local reasoning We propose a variant of the previous encoding which can hbe spl
into constraints local to each automaton, and one for ea&gh $he encoding uses the
following additional variables:

— for each automatoH;, for each shared labgla variablecount; ; to represent how
many timed has occurred it ; before step;

— for each shared labé| a group of variablescctime; ; to represent the time at
which thei-th occurrence of is fired;

— for each shared labéla variabld;,s; to record how many timelshas been fired in
the whole run;

— cqs¢ 10 record the time at which the system reaches the target.

Note that the variables without superscript are untimedh@sense that they do not
depend on any temporal step.
The shallow synchronization can be encoded as:

o 7
SHALLOW SYNC := /\ /\ SHALLOW STEF, A
1<j<n 0<i<k;

COUNTERINIT; A /\ COUNTERSTEP;- A FINAL SHALLOW ;
0<i<k;

where $1ALLOW STEP§- states that if in the-th step, an everitoccurs in thej-th process
for the g-th time, then the local time of the process musbbetime, ;:

SHALLOWSTEF, := A (12 =1) —» /\ ((count]; = g) — tj = occtime, ;)
leU; 1<g<i

COUNTERINIT and GUNTERSTEP encode how the counters evolve:

COUNTERSTEF, := /\ (If = 1) — (count;" = count] ; + 1)

IEUJ‘

COUNTERINIT; := (count] ; = 0)
while FINAL SHALLOW states that the final values of the counters and the local time
must be the same:

k; kj+1
FINAL SHALLOW ; := ( /\ count;’; = liast) N (877 = Clast))
lEU]'



Exploiting richer theories It is possible to represent the above encoding with richer
theories introducing uninterpreted functions symbolspémticular we represent the
time of thei-th occurrence of a labélas a functiorocctime from integers to reals.
This way we can rewrite ISALLOW STEP into

SHALLOWSTEF, := A (I} =1) — (t! = occtime (count] ;))
leU;

5 Related Work

The shallow semantics (defined in [5] and adopted in this pdy@ars many similarities
with the “local-time” semantics defined in [3] for networkstomed systems and can
in fact be seen as a generalization to the hybrid case of j@edd, neither requires
the synchronization of timed transitions of different campnts; they both use local
clocks that are re-synchronized upon shared events. Thesdéwntics differ in the

types of runs used to solve the reachability problem: thiashaemantics consists of
sets of local runs, while the local-time semantics congi§tans in the interleaving

composition. With a mapping similar to the one defined in Bac8, it can be shown

that the two semantics are equivalent. As far as we knowiighilse first attempt to

exploit the shallow/local-time semantics to improve BMC.

Partial-Order Reduction (POR) [11] is one of the most knowd ased technique
to tackle the state-space explosion problem due to intgrigaf concurrent systems.
The idea is to identify cases when the order of transitionsoisrelevant in order to
prune the search space. The application of POR techniqaé§dsilt in the context of
timed and hybrid systems because the timed transitionslabalgactions which typi-
cally interleave the local transition, and thus forbid tinerpng performed by POR. The
local-time semantics was proposed in [3] to enable POR byvarg the synchroniza-
tion on timed transitions. Other works as in [17] proposelsglic versions of POR and
combine them with bounded model checking and SMT. The mdfardnce between
POR and the techniques presented in this paper is that whietBckles the interleav-
ing explosion problem by fixing the order of independentditons, we allow them to
be executed in parallel.

Also related is the “step” semantics, used in [12] for an &ffit encoding of the
reachability problem in a network of asynchronous systéme.work in [12] is limited
to the case of discrete transitions. The idea presentedsmé#per can be seen as a
generalization of the step semantics to the case of timeditrans.

The work described in [16] proposes an event-order abgtratd verify timed au-
tomata. The idea is to analyze the discrete and continuqecesseparately by first
finding a discrete path causing an error and then computieg @f $iming constraints
that make the path realistic. Similarly, CEGAR-based apphes such as [1, 14] per-
form a search on a purely discrete abstraction of the hyltioaaton, and check if the
obtained paths are compliant with the original constraints

The first approach that adopts a shallowly synchronized séosas presented in [5]
for path-oriented bounded reachability analysis of a nétwbLHAS. In the approach,
one path is selected for each component and all selected patthpose a path set for
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Fig. 2. Results where the length of a local run depends on the nunfilpeocesses.

reachability analysis. Each path is independently enctal@dset of constraints while
synchronization controls are encoded according to thetipnsbf shared labels. By
merging all the constraints, the path-oriented reachglglioblem can be transformed
to the feasibility problem of the resulting linear conatitaget, which can be solved by
linear programming efficiently. This approach has beenrelgd in BACH [6] into a
general bounded reachability analysis technique. Diffefrem the approach presented
in this paper, this technique traverses the structure ofvaark of automata using depth-
first search and checks the abstract path set one by one.

In the approaches mentioned above, the search is carried bwmb stages: in the
first, a discrete abstraction of the problem is construatdde in the second the candi-
date paths found in the abstract state are checked for temsjsin the concrete space.
In our approach, the SMT solver carries out the refinemerdgraatically during the
search, on demand. With respect to explicit-state sedretsymbolic representation is
less sensitive to the state-space explosion problem. Wgherct to abstraction-based
techniques, the BMC technique is more tailored to find erathg.

Bounded model checking for hybrid systems using SMT solhessbeen investi-
gated in [2, 10, 8, 9]. The characterizing feature of our wisrthe attempt to leverage
the structure induced by the synchronization of a netwoitkytifrid automata.

6 Experimental Evaluation

6.1 Implementation

We implemented the encodings presented in Section 4 wikl@rsétting of NUSMT,
a model checker that extends NuSMV2 [7] with SMT techniqUé® solver used to
check the satisfiability of the formulas was MathSat [4], efhprovides an incremental
interface. Thus, the search interacts with the solver tdyaagroblems of increasing
depth. As standard in bounded model checking, we explofaittehat subproblems at
increasing depth share large parts of the encoding: thesizhable to retain informa-
tion discovered during the previous searches to solve ndxrsblems more efficiently.
We use the following notation to refer to the options: we@$er using the enumerative
encodingr for using local reasoning, for using local reasoning with uninterpreted
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Fig. 3. Results where the length of the local runs does not depenideonumber of processes.

functions; with regards to the incrementality, when we w&al reasoning, we can add
the synchronization constraints during the unrolling @ed withu) or add them after
the unrolling (denoted witfi ). Overall, the options areu, rf, ef ,tu,tf (e.g.,ru
means using local encoding with the constraints added gtinmunrolling).

6.2 Benchmarks
We test the performance of the shallow synchronization erfidllowing benchmarks:

— Simple ring this example is a simple ring of processes where each pardg
communicates with its left and right neighbors; it is a probéoncept to show how
the shallow synchronization can perform exponentiallydréhan the interleaving.



— Star-shape Fischetthis is the hybrid fischer algorithm for the mutual exclusio
protocol that uses a shared variable to control the accessritical session.

— Ring-shape Fischetthis variant contains a ring of processes where each moces
shares a variable with its left and right neighbor; the J@lda are used to access
critical sections in mutual exclusion with the neighbors.

— ETCS this example is inspired by the European Train Control &ys{ETCS)
specification which controls the movement of trains on akttheided into sections.
The accelerated motion of the trains is approximated withdr constraints.

— Motorcycle this example is inspired by the automated highway system fi14].
This system models a sequencenahotorcycles. Each motorcycleneeds to wait
the signal from the previous one to move, and it needs to keepaquence during
the parade by synchronizing shared labels with neighbors.

— FDDI Protocol: this example is a ring topology model based on the systerhdh [

It is a set of standards for data transmission on fiber opiiesliin a LAN. Each
component in the system waits for the signal of previous orteanhsmit data.

— Nuclear Reactarthis example from [18]. The system controls a nuclear mact
with n rods, and uses these rods to absorb neutrons one by one.dgattiat has
just been moved out must stay out of the water and cool foraktime units.

— Multi-Frequency this example models a global controller that periodicadigds
the value of a variable from local controllers, which synchronizes with an high
frequency with its environment, and a lower frequency wiith global controller.

6.3 Results

We check reachability problems comparing the encodingedas interleaving, step
semantics, and shallow synchronization. We compared thdtseonly on reachable in-
stances. For unreachable cases, since we are using a BM@ahpthe results strongly
depend on the fixed bound, but the meaning of the bound deperttie semantics: for
the interleaving, it represents the total number of local global steps; for the shal-
low synchronization, it represents the maximum bound otalleun. Thus, any bound
would be unfair for either semantics. Nevertheless, nadé @hl algorithms check the
unreachability of the target for path lengths smaller thanftnal one. So, the perfor-
mance does not depend on the chance of finding the right patihakMthe experiments
on a Red Hat 4.1.2 machine, with Intel(R) Core(TM)2 Quad CRa624, and 4GB of
RAM with a time out of 600 seconds.

The results of the comparison are shown in Figures 2 and 3renthe time to
solve the reachability problem is plotted in log scale agihe number of automata
in the network. Each line corresponds to a particular opti@ble 1 shows some of
the features of the benchmarks, such as the length of the fmihd by reachability
analysis as a function of (the number of processes in the benchmark family). Results
are reported for interleaving, step semantic and shallowtsonization.

The main finding of the experimental results is that the efficy of the bounded
model checker depends on necessary depth of the searctlesgahe adopted seman-
tics. The interleaving performs better than shallow syanfmation in the cases where
the depth of the search is the same for the different sensafiit@rause one process in-
teracts with all the others and its local run of one procetssleaves the synchronization



Benchmar Path length Hardest instance attempted
Inter Step Shallow Inter| Step  Shallow
Simple Ring 5n 6 6 5101|201.11{20 311 - 20 [5.5)
Ring-shape Fischer n 7 7 5ro1| 20891 20 [24.21 - 20 [130.2)
Star-shape Fischer 3n 3n 3n 8irol| Gral| Sral - 6 (o)
FDDI Protocol|2n + 1 5 3..5 |150|15701|20 0.7 - 20 7.3
Nuclear Reactdr 4n 4n 4n 8| 8rrol| 6 110] - 7 (10
Motorcyclgdn + 3|  4n + 3 7.9 Tirol| 6110120 [22.41 - 20 [250.5)
ETCS NA NA 17 2[TO] 2[TO] 7 [to] - 14 [To]
Multi-Frequency NA |3(n —1)..3n 9 7o) 80120 12041 - 20 [115.6)

Table 1. Columns 2, 3 and 4 report the length of the path found with fferdnt semantics in
function of the number of processesColumns 5, 6, 7 report the size of the hardest instance at-
tempted, and, in square brackets, the corresponding tifi€QJ in case of timeout. For Shallow,

we report the best and worst result over the different ogtion

with all other processes): in these cases, the shallow sgnization is penalized by the
overhead of the synchronizing constraints. Neverthelessany cases (see Fig. 3), the
length of local runs do not depend on the number of proce$ses, using the shallow
semantics, we reach the target at same depth. In these ttessescoding based on shal-
low synchronization scales exponentially better than treelmased on interleaving. The
shorter depth of the encoding pays off the overhead due tmtitre complex synchro-
nizing constraints. The same happens for the step semantiash is the winner when
it is possible to parallelize independent transitions. Agthe different options of the
shallow synchronization encodings, there is no winner,using the local encoding
added after reaching the target seems to win in most of cases.

We also compared our implementation with BACH, which restdt be faster on
many examples, while on others it does not terminate with fescesses. The com-
parison does not help in understanding which encoding ierafiicient, but rather it
confirms that explicit-state search is faster on automatia avsmall graph, while does
not compete on automata with complex graph structure. lyjinaé played with dif-
ferent search strategies but they do not modify the outcontleeopresented results.
All results, together with the binaries and test cases sacgto reproduce them, are
available aht t p: / / es. f bk. eu/ peopl e/ tonetta/tests/fortell/ .

7 Conclusions and Future Work

In this paper we have introduced a novel approach to symbedichability in networks

of hybrid automata. The approach relies on the shallow symibation semantics, that
preserves the locality of reasoning within each automatod,forces synchronization
between them only when necessary. We discussed how to ex@deatures of shallow
synchronization in the setting of symbolic bounded modeicking, exploiting some

advanced features of modern SMT solvers. An experimengdliation in the setting of

linear hybrid automata shows that the proposed encodirgsfeen more scalable than
the traditional encodings based on interleaving.



In the future, we will investigate the impact of shallow sknanization to the gen-

eral case of non-linear hybrid systems. Since automatahsgnize only by way of
discrete messages, it should be possible to integratealifeeasoning engines, with
different expressive power, within the same framework. itlea is to selectively apply
engines to automata, and to control the search based onrtiutation cost associated
to each tool. Furthermore, we will investigate the appiaabf shallow synchroniza-
tion in the discrete setting, and its combination with ddrder reduction techniques.
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