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Abstract—Integrated Access and Backhaul (IAB) is a flexible and low-cost solution to deploy ultra-dense fifth and sixth generation (5G and 6G) systems, as it enables wireless backhaul links based on the same technology and specifications as for the access links. In this paper, we consider the deployment of mixed millimeter wave (mmWave) and sub-terahertz links to increase the capacity of the backhaul network, and provide the first performance evaluation of the potential of sub-terahertz frequencies for 6G IAB. To do so, we develop a greedy algorithm that allocates frequency bands to the backhaul links (considering constraints on spectrum licenses, sharing, and congestion) and generates the wireless network mesh. We then profile the performance through a custom extension of the open-source system-level simulator Sionna that supports Release 17 IAB specifications and channel models up to 140 GHz. Our results show that IAB with sub-terahertz links can outperform a mmWave-only deployment with improvements of 4× for average user throughput and a reduction of up to 50% for median latency.

Index Terms—Sub-THz Communication, IAB, Self-backhauling, Wireless Backhaul, 6G

I. INTRODUCTION

Future wireless networks will accommodate data-rate intensive use cases which include untethered Virtual Reality (VR) and mobile metaverse applications. This will further exacerbate the congestion on mobile access networks and backhaul systems [1]. For this reason, 5th generation (5G) cellular systems have pushed into the mmWave band, with typical deployments in the spectrum around 28 GHz and 39 GHz [2], and sub-terahertz mobile links are being considered for 6th generation (6G) applications [3], [4].

Wireless networks operating at such high frequencies will be deployed with extremely high density, to improve the probability of Line-of-Sight (LOS) coverage and mitigate the impact of the harsh propagation environment. To make ultra-dense deployments viable, the 3rd Generation Partnership Project (3GPP) has standardized an extension of 5G NR, i.e., IAB, which exploits the same waveform and protocol stack to provide access to mobile users and wireless backhaul for Next Generation Node Bases (gNBs) (i.e., the IAB nodes) thus limiting the need for fiber drops. The wireless backhaul topology terminates at a gNB with fiber connectivity to the data core, the IAB donor [5]–[7]. IAB also simplifies the deployment of cellular networks in on-demand or ad hoc contexts, as it removes the need for part of the wired backhaul.

IAB networks in 5G systems are a natural application for mmWave deployments, as telecom operators can easily fit carriers with 400 MHz of bandwidth in this spectrum. In addition, the directionality that mmWave arrays introduce helps reduce the interference. Nonetheless, studies have shown that bottlenecks can emerge at IAB donors, creating congestion, high latency, and degraded Quality of Service (QoS) for the end users, especially when backhaul links are constrained to re-using the same spectrum of the access (as in in-band IAB) [8].

In this context, out-of-band IAB with sub-terahertz links is seen as a solution to support immersive multimedia data-hungry streams. Specifically, the spectrum above 100 GHz has several sub-bands that could provide bandwidths wider than 10 GHz, thus potentially data rates in the excess of tens of Gbps [9]. Backhaul—a static deployment—is a promising use case for sub-terahertz links, which need pencil-sharp beams to close the link budget and are thus less resilient to mobility compared to traditional sub-6 GHz or mmWave frequencies.

In recent years, the literature has closed several gaps in terms of circuit, antenna design [10] and physical and Medium Access Control (MAC) layer solutions for sub-terahertz systems [11]. When it comes to IAB with mixed sub-terahertz and mmWave links, however, there are still several open questions in terms of network design and path selection. In this paper, we consider the problem of identifying a viable topology between IAB nodes and the IAB donors, including the carrier frequency of the backhaul links, and profile the performance that network planners can expect when mixing sub-terahertz and mmWave IAB links.

To this end, we develop a greedy path generation algorithm that automatically selects the frequency band of an IAB link 1

1In this paper, we consider the FR2 range of 3GPP NR (24.25 GHz to 71 GHz) as mmWaves.
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(between 28 GHz and 140 GHz) and assigns routes so that each IAB node can reach the IAB donor. The frequency selection aims at avoiding bottlenecks, i.e., the algorithm selects the band that provides the highest capacity when accounting for the congestion that may arise in the proximity of the IAB donor. In addition, we consider and compare different ratios of sub-terahertz and mmWave links, which can be mapped to licensing constraints for out-of-band backhaul, and two different bandwidths for the sub-terahertz links (10 GHz and 32 GHz), which consider exclusive licensing or sharing with other services, respectively [12].

We model the IAB network in a custom-developed 3GPP Release 17 simulator based on the open-source tool Sionna [13], with 3GPP and state-of-the-art mmWave and sub-terahertz channel models, and realistic and detailed 3GPP-based physical and MAC layers. Our results quantify for the first time the performance improvement that sub-terahertz links can introduce in IAB networks, which can push beyond the limits of the in-band mmWave backhaul and support more than 50 users with 120 Mbps streams and a single donor without congestion (compared to about 33 Mbps for in-band mmWaves).

This is the first paper that provides a numerical evaluation of the potential associated with sub-terahertz links for IAB. Notably, [14] evaluates the sub-terahertz (THz) potential in backhaul networks from a physical layer perspective. This research demonstrates that sub-THz spectrum links can achieve multi-Gbps ratios in outdoor backhaul scenarios. [15] proposed unmanned aerial vehicles (UAV)-assisted backhaul solution to improve network coverage and data rate in heterogeneous networks with multiple tiers composed of sub-6 GHz, THz and UAV layers. In addition, the authors of [16] successfully adopted concurrent scheduling to increase system throughput in dense THz backhaul scheduling. Finally, [17] considers a multi-band IAB deployment, but with a bandwidth that is more limited than those considered in future 6G scenarios.

The rest of the paper is organized as follows. Sec. II introduces the system model. Sec. III describes the algorithm for frequency and path selection, which is then numerically evaluated in Sec. IV. Finally, Sec. V concludes the paper.

II. SYSTEM MODEL

We consider a Time Division Multiple Access (TDMA) system in which a single IAB donor, featuring a fiber connectivity towards the Core Network (CN) and the Internet, exchanges data with \( N_{U} \) User Equipments (UEs). Without loss of generality, we consider uplink traffic only. To achieve uniform coverage, the donor is aided by \( N_{I} \) IAB nodes, which can be connected either to the former or to neighboring base stations, thus possibly realizing a multi-hop wireless backhaul.

We partition the time resources in \( T \) radio subframes of duration \( T_{sub} = 1 \) ms, and we equip all nodes with buffers. Accordingly, the data that node \( i \) transmits to gNB \( k \) during subframe \( t \) is stored in its buffer \( B_{i}(t) \), and represents either successfully received packets, in the case of the donor, or data to be relayed to the next hop along the path during subframe \( t + 1 \), in the case of IAB nodes.

We assume that the backhaul links operate either in the mmWave or in the THz band and that each IAB node features two Radio Frequency (RF) chains, which are used for the backhaul and the fronthaul communications, respectively. In both cases, gNBs are equipped with directional antennas.

When gNB \( k = 0, \ldots, N_{U} \) with index 0 denoting the IAB donor, receives data from node \( j \), packets experience a Signal to Interference plus Noise Ratio (SINR) \( \gamma_{s,d} \) which can be expressed as

\[
\gamma_{s,d} = \frac{|h_{s,d}^{i}|^2 \sigma_{d}^2}{\sigma_{n}^2 + \sum_{i \in \mathbb{I}} \sigma_{i}^2},
\]

where \( h_{s,d}^{i}, t \in \{ mW, sT \} \) represents the equivalent channel response between the communication endpoints when using mmWave or sub-THz links, respectively, \( \mathbb{I} \) denotes the set of interferers, \( \sigma_{d}^2, \sigma_{i}^2 \) and \( \sigma_{n}^2 \) are the powers of the transmitted signal, the \( i \)-th received interfering signal, and the thermal noise at the receiver, respectively.

The corresponding access (backhaul) throughput \( R_{j,k}^{B}(t) \) reads

\[
R_{j,k}^{B}(t) = \frac{1}{T_{sub}} \sum_{l=1}^{B_{j}^{t}} \left\{ \hat{b}_{l}(\gamma_{j,k}) = b_{l} \right\},
\]

where \( B_{j}^{t} \) denotes the number of bits transmitted from user (IAB node) \( j \) to gNB \( k \) during subframe \( t \) and \( \hat{b}_{l}(\gamma_{j,k}) \) is the \( l\)-th decoded bit at the receiver, as a function of \( \gamma_{j,k} \).

Our goal is to maximize the average system sum-rate, defined as

\[
\hat{R} = \frac{1}{T} \sum_{j=1}^{N_{U}} \sum_{k=1}^{T} R_{j,k}^{B}(t),
\]

by tuning the carrier frequency (either mmWave or THz) of each backhaul link. We remark that in this metric we take into account only the packets which are received at their final destination, i.e., the IAB donor.

A. Channel Models

mmWave channel model: For the mmWave links, we consider the 3GPP 38.901 Spatial Channel Model (SCM) [18], which models Multiple Input, Multiple Output (MIMO) wireless channels for frequencies between 0.5 and 100 GHz.

In particular, [18] outlines the procedures for generating a channel matrix \( H_{s,d} \) whose entries \( h_{s,d}^{i,k} \) correspond to the impulse response of the channel between the \( j \)-th element of the antenna array of the transmitter (S), and the \( k \)-th radiating element of the antenna array of the receiver (D). Then, the channel matrix entries are combined with a frequency-flat path loss term \( PL \).

When considering analog beamforming at both the transmitter and the receiver, the equivalent channel response \( h_{s,d}^{oW} \) can be evaluated as

\[
h_{s,d}^{oW} = \sqrt{10^{PL/10}} \cdot w_{s}H_{s,d}w_{d},
\]

with \( w_{s} \) and \( w_{d} \) the beamforming vectors used at S and D, respectively.
where $c$ and composition of molecules [20].

medium’s molecular absorption coefficient, based on the type if and only if the wireless backhaul link between gNBs $i$ represents the possible active links among gNBs, i.e., $P_{i,j}$.

The THz channel model: For sub-THz, we use the physics-based channel modeling approach from [19], which includes molecular absorption and path loss. At THz-band frequencies, molecular absorption, which causes both molecular absorption and path loss. At THz-band frequencies, based channel modeling approach from [19], which includes $h_{abs}$ factor affecting electromagnetic wave propagation.

III. SUM-RATE OPTIMIZATION VIA THz LINK SELECTION

We define $P \in \{0,1\}^{N_t+1 \times N_t+1}$ as the matrix which represents the possible active links among gNBs, i.e., $P_{i,j} = 1$ if and only if the wireless backhaul link between gNBs $i$ and $j$ is a feasible link; index 0 refers to the donor. Similarly, $S(t) \in \{0,1\}^{N_t+1 \times N_t+1}$ and $T \in \{0,1\}^{N_t+1 \times N_t+1}$ represent the links which are active during subframe $t$, and whether they use THz spectrum or not, respectively. Our objective is to maximize the average system sum-rate, by choosing whether each link is operating in the THz or the mmWave band and the active links in each subframe. We perform the choice of $T$ and $P$ only once, with the goal of reducing the computational complexity of the algorithm.

The optimization problem is thus formulated as (5a).

Constraint C1 ensures that nodes do not transmit more data than available in their buffer. C2 enforces the proper evolution over time of the buffers occupancy, i.e., the buffer occupancy at time $t$ must be equal to the one in subframe $t-1$, minus (plus) the outgoing (incoming) traffic from other nodes. Constraint C3 relates to the TDMA mode of operation, and ensures that each backhaul RF chain is used at most for one transmission/reception in any given subframe, while C4 imposes that only active links can exhibit a positive.

rate. Finally, with C5 we set an upper bound $\rho_{max}$ on the maximum percentage of THz links.

A. Backhaul Scheduler

We remark that due to the binary nature of the $P$, $S(t)$ and $T$ optimization variables, (5a) is an Integer Linear Program (ILP), thus NP-hard and not solvable in polynomial time. Therefore, in this section, we present a set of algorithms that solve the path selection and configuration problem heuristically and with low complexity.

Specifically, we first describe the pre-processing steps, referred to as distance-aware path generation (Alg. 1) and THz-link selection (Alg. 2), which prune the set of possible links established among gNBs and decide which of them are to operate in the THz bands, respectively. Then, we describe the SINR-based scheduler (Alg. 3), which differs from the former procedures as it is executed in each subframe to track the dynamic nature of the backhaul network.

The distance-aware path generation algorithm computes the $P$ matrix, which encodes the potential connections between IAB nodes. $P$ reduces the system complexity by restricting possible paths from each IAB node and by avoiding loops. Specifically, Alg. 1 iterates over each IAB node $v_i$, establishing a connection towards the donor whenever the distance between them is smaller than $d_{max}$, i.e., a scenario- and frequency-dependent distance that guarantees a link performance above a certain threshold. In our case, the considered scenario involves a small and dense deployment of IAB nodes, so the path loss distance can be compensated by the antenna gain, and $d_{max}$ for THz and mmWave are assumed to have the same value. Moreover, the proposed pre-processing step performs additional attachments between neighboring nodes, as long as the resulting link exhibits a lower length than $d_{max}$. The direction of such link is determined in such a way that the destination node is the closer to the donor. Even though this link may be topologically redundant, it can provide an alternative route for load balancing purposes, while still avoiding the creation of cycles.

The THz link selection policy identifies bottleneck links based on two heuristics: 1) links involving IAB nodes which are closer to the donor are more likely to be congested since

$$
\arg\max_{P \{S(t)\}, T} \bar{R},
$$

s.t. C1: $R_{j,k}^B(t) T_{sub} \leq B_j(t) \forall j, \forall t$

C2: $B_j(t+1) = B_j(t) + T_{sub} \left( \sum_{k=1}^{N_t} R_{k,j}^B(t) + \sum_{k=1}^{N_t} R_{j,k}^B(t) - \sum_{k=0}^{N_t} R_{j,k}^B(t) \right) \forall j, \forall t$

C3: $\sum_{k=0}^{N_t} S[j,k] + \sum_{k=1}^{N_t} S[k,j] \leq 1 \forall j, \forall t$

C4: $R_{j,k}^B(t) S[j,k] = R_{j,k}^B(t) \forall j, \forall k, \forall t$

C5: $\sum_{j,k} T[j,k] \leq \rho_{max} \sum_{j,k} P[j,k]$

\[ \text{(5a)} \]
they are usually used also for relaying traffic of subtending nodes; and 2) the average buffer occupancy provides an estimate of the loads incurred on each link. Accordingly, Alg. 2 partitions the IAB nodes into disjoint sets, referred to as tiers. Nodes are assigned to tiers based on their distance with respect to the donor, with tier 0 indicating the closest level to the donor. Then, the various backhaul links are marked as THz in descending order with respect to the tier of the corresponding transmitting node, until the maximum ratio of non-mmWave links $\rho_{\text{max}}$ is reached. Note that the algorithm may eventually reach a tier whose IAB nodes are not all set as THz. In this case, tiers within the same tier are broken by sorting its nodes with respect to their average traffic load, which we estimate by measuring the respective buffers. That is to say, nodes with higher buffer occupancy are given priority and thus are set as THz before nodes exhibiting a lower traffic load. Note that this procedure can be based on long-term statistics, thus averaging the load of the nodes over multiple frames.

Finally, the SINR-based scheduler dynamically allocates resources, with the objective of maximizing the average sum rate by choosing a list of paths to be activated in each subframe. The rationale behind the proposed scheme is to schedule links based on their load. Specifically, in Alg. 3 we assign a transmission resource allocation priority which is directly proportional to the buffer occupancy of the transmitting node, with tier $i$ as an index in $P$ where nodes of $N_T^i$ are the transmitting node and IAB donor

$$\text{if } \sum_{j,k} T[j,k] + \text{dim}(L_i) < \rho_{\text{max}} \sum_{j,k} P[j,k] \text{ then } T[j,k] \leftarrow 1 \forall (j,k) \in L_i$$

$$\text{else } \text{while } \sum_{j,k} T[j,k] < \rho_{\text{max}} \sum_{j,k} P[j,k] \text{ do }$$

$$n^* \leftarrow \min_n | N_{\text{sort}}[n] \cap N_T^i \neq \emptyset$$

$$\text{if } (n^*, k) \text{ link } \in L_i | n^* \text{ is the transmitting node}$$

$$T[n^*, k] \leftarrow 1 \text{; } L_i \leftarrow L_i \setminus (n^*, k)$$

end while

end if

end for

Algorithm 2 THz Link Selection

$N_T = \text{Vector of IAB nodes tier index}$
$N_{\text{sort}} = \text{Vector of IAB nodes indices, sorted with respect to their load}$
$T \leftarrow [0]_{N_T + 1} \times N_T + 1$
$\text{for } n = 1, 2, \ldots, N_T \text{ do }$

$P \leftarrow [0]_{N_T + 1} \times N_T + 1$
$d_{\text{max}} \leftarrow \text{Max distance between IAB nodes of the same tier}$
$\text{for } n = 1, 2, \ldots, N_T \text{ do }$

$d_i < d_{\text{max}} \text{ then }$

$$P[n_i, 0] = 1$$

$\text{end if}$

$\text{if } d_i < d_{\text{max}} \text{ then }$

$$d_j \leftarrow 3\text{D distance between } n_i \text{ and IAB donor}$$

$\text{if } d_i < d_{\text{max}} \text{ then }$

$$d_j \leftarrow 3\text{D distance between } n_j \text{ and IAB donor}$$

$\text{end if}$

$\text{end if}$

$\text{end for}$

end for

Algorithm 3 SINR-based Scheduler

$N_{\text{sort}} = \text{Vector of IAB nodes, sorted with respect to their load}$
$P_{\text{temp}} = P$
$S(t) = [0]_{N_T + 1} \times N_T + 1$

$\text{for } n \in N_{\text{sort}} \text{ do }$

$\gamma_{\text{max}} = -\infty$

$\text{for } i = 0, \ldots, N_T \text{ do }$

$\text{if } \gamma_{n,i} > \gamma_{\text{max}} \text{ then }$

$\gamma_{\text{max}} \leftarrow \gamma_{n,i}$

$p^*_n \leftarrow 1$

$\text{end if}$

$\text{end for}$

$S(t)[n, p^*_n] \leftarrow 1$

$P_{\text{temp}}[, n, :] \leftarrow [0]; P_{\text{temp}}[; p^*_n, :] \leftarrow [0]$

end for

This section introduces a performance evaluation based on a novel simulation setup (Sec. IV-A) in a dense cellular network (Sec. IV-B), with a comparison between different results of THz and mmWave networks (Sec. IV-C).

A. Simulation Setup

We have developed a system-level simulator that runs on top of Sionna [13], an open-source TensorFlow-based GPU-accelerated toolbox, and that includes the IAB networks described in Rel. 17. The proposed simulator, which is written in Python, is a system-level simulator which features 3GPP-compliant channel modeling and lower layers of the protocol stack. However, it lacks the implementation of 5G NR higher layers. Therefore, we added system-level functions like MAC-level scheduling and RLC-level buffering [21]. In addition, in this research we use the Terasim channel simulator [20] to generate channel responses and integrate them into Sionna. To accomplish this, we generate traces for each IAB node’s channel response and load them into Sionna. Terasim channel model integration allows us to generate channels up to 10 THz; in this simulation campaign, the sub-THz carrier frequency is 140 GHz. Several system-level Key Performance
Indicators (KPIs), including latency, throughput, and packet loss rate, are produced by our simulator.

B. Simulation Scenario

We take a dense cellular base station deployment into account in our models. As shown in Fig. 1, we place IAB nodes at a density of $150 \text{ gNB/km}^2$, thus with an average intersite distance of 40 m. In Table I, the specific simulation settings are displayed. For mmWave, we used the channel model outlined by 3GPP in TR 38.901 [18], a statistical 3GPP channel model for 0.5-100 GHz, while for sub-THz we used the THz-band channel model introduced in [19] and detailed in Sec. II-A. The range of the user rate is 20 Mbps to 500 Mbps. We used a phased array antenna for mmWave and a horn antenna for THz, respectively.

In mmWave we do beamforming based on a pre-generated codebook, in order to find the best beam pair for connection. For the purposes of SINR calculation, we assume that each interfering device utilizes the beamforming vector with the greatest SINR towards its intended target. In a similar fashion, both the transmitter and the receiver utilize the beamforming configuration calculated by the hierarchical search technique. We consider a scenario with a single donor to focus on the issues related to the bottleneck in the air interface of the donor itself, while extension to multiple donors is left for future work. We also set $d_{\text{max}} = 70$ m, as it has been experimentally shown that sub-THz links can operate in this range also in adverse weather conditions [22].

C. Results

In this section we report the outcomes of our numerical evaluation, focusing on end-to-end metrics measured at the IAB donor. We compare the performance achieved by different backhaul configurations, i.e., different maximum ratios of THz links and bandwidth, in terms of throughput, latency and packet drop ratio. We consider two baselines: Random Scheduler (RS) and Random Links (RL). The former uses Alg. 2 and chooses at random a feasible set of active links during each subframe. On the contrary, RL randomly picks which links to set as THz, and uses Alg. 3 for scheduling.

10 simulations per configuration are executed, to obtain estimates which are averaged over the realizations of the wireless channels.

Fig. 2 reports the UE throughput achieved by the proposed solution, versus that achieved by RS and RL. Focusing on the former, it can be seen that Alg. 3 leads to a throughput increase of up to 40% compared to a random scheduling policy, thanks to the prioritization of the backhaul links incurring a higher load and exhibiting a higher number of subtending IAB nodes. Moreover, Alg. 2 introduces an additional throughput increase of up to 15% compared to RL.

Fig. 3 illustrates the UE throughput for various configurations of sub-THz backhauling links and different UE source rates. The performance always improves by adding more bandwidth to the system through sub-THz links, despite the harsher propagation environment at higher frequencies. The performance gap increases with the user source rate. Indeed,
mmWaves successfully sustain a source system rate of 1 Gbps (20 Mbps for 50 UE), but cannot match higher source rates, as the capacity saturates. The configuration with sub-THz links achieves a higher throughput in all scenarios and in particular for \( \rho_{max} = 0.3 \) 32 GHz achieves the highest throughput for all source rates. It is obvious that increasing the bandwidth improves the performance; nevertheless, increasing the percentage of the THz links from \( \rho_{max} = 0.1 \) to \( \rho_{max} = 0.3 \) has a more significant impact on throughput. This may be explained by considering the effects of replacing bottleneck backhauling mmWave links with THz links with higher bandwidth.

Similar considerations can be drawn from the results shown in Fig. 4, which reports the packet drop percentages for various backhaul configurations. The highest and lowest packet drop percentages across all UE source rates are achieved when using the mmWave and \( \rho_{max} = 0.3 \) 32 GHz configurations, respectively. Packet drop percentages at 20 Mbps source rates are close to zero for all configurations. The highest packet drop percentages among configurations including THz is \( \rho_{max} = 0.1 \), 10 GHz. It is noteworthy that the system performance is influenced directly by both the THz bandwidth and the link ratio, as seen in Fig 3.

Fig. 5 depicts the Empirical Cumulative Distribution Function (ECDF) of the end-to-end (E2E) latency experienced by packets which reach the donor, for different backhaul configurations. Accordingly, both latencies accumulated over the fronthaul and backhaul links are taken into account, from the time packets are generated at the UE until they eventually reach the IAB donor. The plot shows that packet latency decreases as more sub-THz links are added to the network. In accordance with the aforementioned observations (Fig. 3 and Fig. 4), \( \rho_{max} = 0.3 \) 32 GHz has the lowest latency, whereas mmWave has the highest latency. The average latency for \( \rho_{max} = 0.3 \), 32 GHz, \( \rho_{max} = 0.3 \), 10 GHz, \( \rho_{max} = 0.1 \), 32 GHz, and \( \rho_{max} = 0.1 \), 10 GHz is approximately 51%, 24%, 24%, and 18% less than in mmWave.

Finally, the average system throughput for different ratios \( \rho_{max} \) of THz link is shown in Fig. 6. The system throughput increases with the inclusion of additional THz links. The figure also shows that system source rates of 2 Gbps, 4 Gbps, and 10 Gbps can be satisfied by a single donor when \( \rho_{max} \) is properly set. However, the larger demand of the 25 Gbps system source rate still cannot be satisfied, as the system becomes saturated. \( \rho_{max} = 0.1 \) and 1 can increase the system
throughput by up to four times and twelve times, respectively.

V. CONCLUSIONS AND FUTURE WORK

This paper provides the first performance evaluation of the possibilities of sub-terahertz frequencies for 6G IAB using a customized extension of the open-source Sionna simulator. This permits the use of greedy algorithms to evaluate the deployment of mixed mmWave and sub-terahertz links to boost the backhaul network’s capacity. We will broaden the analysis of the network performance to cover a broader range of source traffic patterns, scenarios (including multi-donor instances, deployments with lower node density, or more realistic map-based scenarios as in [23], [24]), and protocol stack implementations as future work.
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