Abstract—The joint application of wireless backhaul networks and non-orthogonal multiple access (NOMA) hold the potential to fulfill the increasing demands of fifth-generation (5G) communication networks and beyond. It is usual in wireless backhaul networks to take assistance from small cell base stations acting as intermediate relays to reach the remote destination. This cooperative communication is an acknowledged technique to combat multi-path fading, improve energy efficiency, and enhance the reliability and capacity of wireless networks. This article studies the application of relay selection (RS) in the proposed NOMA-based cooperative wireless backhaul network model. The system performance is analyzed through closed-form and asymptotic expressions of the sum ergodic rate. The paper also presents practical design guidelines of optimum location for small base stations of wireless backhaul networks.
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I. INTRODUCTION

Due to the exponential growth rate of mobile data traffic, fifth-generation (5G) communication networks and beyond face challenges of high connection density, spectrum usage efficiency, energy efficiency, and user fairness [1]. Some promising candidate technologies have been proposed to address these challenges, such as ultra-dense networks, cooperative networks, and non-orthogonal multiple access [2].

Deploying ultra-dense networks (UDNs) can significantly enhance the system capacity by densely using low-power relaying nodes, each called a small base station (SBS), which assist in forwarding the traffic of the base station (BS) [3]. However, one limiting factor in the practical deployment of UDNs is the backhaul network, which is required to handle the forwarding of hundreds of gigabits of traffic to the core network. Moreover, it is not always feasible to provide wired backhaul connectivity between the BS and the large amount of SBSs. Thus, wireless backhaul has been considered a feasible, cost-effective solution for UDNs, which improves network capacity and extends the network’s coverage [4]. In addition, the choice of a proper power allocation scheme among the SBSs can further improve the overall network capacity [5].

In order to guarantee the massive connectivity in wireless backhaul UDNs, new promising multiple access schemes are necessary. Non-orthogonal multiple access (NOMA) gained much research interest because it supports massive connectivity, delivers higher throughput, and increases spectrum efficiency. In contrast to the conventional orthogonal multiple access (OMA) techniques, the basic principle of NOMA systems is that multiple receivers, with different channel gains, can share the same resource block, such as time, frequency, or code. Different signals are multiplexed at the transmitter using superposition coding, with different power coefficients allocated to various data symbols. At the receiver, successive interference cancellation (SIC) is used to retrieve the desired information by removing undesired symbols from other users based on the power allocation [6], [7]. Several studies have shown that NOMA-based systems can enable massive connectivity while offering higher spectral efficiency and user fairness when compared to OMA-based systems [8]–[11].

In NOMA systems, seeking cooperation from intermediate relays increases the spatial diversity, improve the energy efficiency, and enhance wireless networks’ reliability [12]. As a result, a proper relay selection (RS) scheme in such cooperative NOMA networks becomes crucial for achieving spatial diversity since improper relay selection can decrease the network’s overall capacity [13], [14].

In addition to the previously mentioned techniques, multiple-input multiple-output (MIMO) systems have proved to increase the system capacities. In this regard, base stations are often equipped with more than one antenna. Accordingly, multi-antenna systems have been combined with cooperative NOMA networks to achieve further capacity enhancement [15]–[17]. In multi-antenna NOMA systems, perfect channel state information at the transmitter (CSIT) is always assumed. However, in the practical scenario of imperfect CSIT, multi-antenna NOMA precoder optimization can be used to overcome CSIT imperfection as studied in [18].

II. RELATED WORKS

Driven by the key features of UDNs and Cooperative NOMA, many authors in the literature have investigated the Cooperative NOMA approach in UDNs in order to find a proper architecture suitable for wireless backhaul. In [19]–[21], Authors studied NOMA-based cooperative wireless backhaul, which aims to reduce power consumption and improve the energy efficiency of the wireless backhaul. In [19], authors proposed a two-layer hierarchical model of cooperative wireless backhaul. The optimization problem for maximizing the energy efficiency based on cooperative NOMA and OMA.
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has been solved and analyzed. The authors in [20] propose another version of cooperative wireless backhaul, where the relays that forward the traffic from the small base stations to the core network are connected through fiber cables. A genetic algorithm combined with a K-means clustering algorithm is introduced to select those forwarding relays’ locations that maximize the backhaul capacity. In [21], the authors introduced a new cooperative wireless backhaul model that maximizes the multiplexing gain. The model possesses two SBSs serve as relays between the BS and only one user. Utilizing two relays in the cooperation transmission between BS and user enables the BS to transmit two symbols simultaneously to the destination within only two-time transmission phases. Also, a power allocation scheme that maximizes the overall throughput is introduced. However, this work was only limited to a single-relay scenario.

In this work, motivated by the observations of the literature, a modified NOMA-based cooperative wireless backhaul network has been introduced. Different from the work in [21], this paper considers a network with a single BS, a single destination node, and randomly distributed relaying nodes in between. Following the downlink NOMA principle, the source sends two superimposed symbols with different power allocations to two intermediate SBSs with varying distances from the BS. Then, the SBSs forward the decoded signals to the destination using NOMA in an uplink mode. As a result, the benefits of NOMA in both downlink and uplink transmission can be acquired. While the presence of multiple relaying nodes between the source and the destination allows for multihop relaying, it was shown in [22] that using multiple branches of dual-hop relaying provides better performance than using a single multihop branch. Hence, in the proposed backhaul network, two SBSs, acting as relays, are selected to result in two dual-hop branches between the BS and the destination node. A proper RS scheme is proposed for selecting these two SBSs to maximize the destination sum rate.

Also, the impact of increasing the number of SBSs at either optimum or non-optimum relay locations is investigated. Hence, a practical design guideline for optimal locations of SBSs for wireless backhaul networks is investigated. The capacity enhancement of enabling multiple input single output (MISO) technology to the proposed model in the downlink phase has been demonstrated. Finally, the analytical expressions for the sum rate of the proposed system are derived under Rayleigh fading channels.

The remainder of this paper is organized as follows. The system model, with relay selection, is introduced in Section II. Analytical expressions of the ergodic sum rate are presented in Section III. Numerical results are shown in Section IV, and Section V concludes the paper.

III. SYSTEM MODEL

Considers a single base station source (S), a single destination (D), and two sets of SBSs relays in between. Each set of relays exist at a different distance from S and D. Each relay exists at a distinct distance from S and D. This forms two communication branches between the source and the destinations, referred to as the upper and lower branches, as shown in Fig. 1. The intermediate relays work to cooperate with the transmission of data symbols from the source to the destination. Assume that \( R_1 \) is the best relay selected from the upper branch relays \( R_{1,j} \), where \( 1 \leq i \leq N \), and \( R_2 \) is the relay selected from the lower branch relays \( R_{0,j} \), where \( 1 \leq j \leq F \). Accordingly, a pair of symbols is transmitted from the source to the destination over two phases, which may be considered a downlink NOMA phase and an uplink NOMA phase. It is assumed that all other nodes than \( S \), are equipped with a single antenna hence operate in a half-duplex mode, whereas perfect channel state information (CSI) is available at the base station \(^\text{1}\). In our model, decode-and-forward (DF) technique is used at the relays, which is more appropriate for this model than the simpler amplify-and-forward (AF) approach. Because the relays should send only one intended symbol to the destination, whereas AF-based relays would transmit both symbols, complicating the receiving process.

The following section will introduce the mathematical model and expressions that relate the achievable data rate to the system parameters based on the specified system. The downlink phase is analyzed in both scenarios, single-antenna BS and Multi-antenna BS, to compare the enhancement effect of MIMO systems. However, the analysis has been introduced considering the single-antenna scenario only.

A. The backhaul links downlink NOMA phase

\(^\text{a) Multi-antenna Base station:}\)

In the downlink NOMA phase, the base station \( S \) equipped with \( N_t \) antennas where the channel matrix between the source and the K SBS relays is denoted by \( H \in \mathbb{C}^{K \times N_t} \), which can be written as \( H = D^{1/2}G \) where \( G \in \mathbb{C}^{K \times N_t} \) contains i.i.d \( \mathcal{CN}(0,1) \) elements and \( D \in \mathbb{C}^{K \times K} \) is a diagonal matrix represents the path-loss attenuation with \( |D|_k = d_k^n \), where \( d_k \) is the distance between the BS and the \( k^{th} \) SBS, and \( n \) is the path loss exponent.

Two messages \( m_1 \) and \( m_2 \) are intended for \( R_1 \) and \( R_2 \), which are independently encoded into the data stream \( s \) for

\(^\text{1}\)Some common methods can be used to estimate the CSI, such as the least-squares estimator or the maximum likelihood estimator. Also, in a recent work, the authors in [23] investigated NOMA in real-time experimentation to study the practical challenges such as synchronization and SIC error propagation.
$R_1$ and $s_2$ for $R_2$, respectively. The $k$ streams are grouped in a signal vector $s = [s_1, s_2]^T \in \mathbb{C}^k$, where $\{s_i^{\text{ss}}\} = 1$ and $\text{tr}(PP^H) \leq P_t$ where $P_t$ is the total power of the base station. Then, symbols are linearly precoded and mapped to the transmit antennas through a precoding matrix defined as $W = [w_1, w_2]$ where $w_k \in \mathbb{C}^{N \times 1}$ is the $k^{\text{th}}$ precoder. The maximum ratio transmission (MRT) is used for precoders initialization. Accordingly, the precoder $w_k$ is initialized as $w_k = \alpha_k P_t [h_k]$, where $\alpha_k$ is the power allocation coefficient assigned to SBS relay $R_k$ and $k = \{1, 2\}$.

The distance between the source, $S$, and $R_k$ is assumed to be shorter than the distance between the source and $R_2$. By assuming $d_{SR_1} < d_{SR_2}$, it is possible to consider that the norm of the channel vectors can be written as $\|h_{SR_1}\| \geq \|h_{SR_2}\|$. Therefore, the superimposed transmitted signal is expressed as

$$x = Ws = w_1s_1 + w_2s_2.$$  \hspace{1cm} (1)

Hence, the received signal at the $R_k$ relay is given by

$$y_k = h_k^H x + n_k \hspace{1cm} (2)$$

where $h_k^T \in \mathbb{C}^{N \times 1}$ is the $k \times 1$ channel vector from the BS to the $k^{\text{th}}$ relay and $n_k$ is the additive white Gaussian noise (AWGN) at the $R_k$ relay, $n_k \sim \mathcal{CN}(0, \sigma^2)$. It is assumed that the first symbol, $s_1$, is extracted at $R_1$ through applying SIC by decoding the $s_2$ first, while $R_2$ decodes for $s_2$ directly. Hence, the power allocation coefficients must be such that $\alpha_2 > \alpha_1$. Both relays shall acquire the second symbol $s_2$ by directly decoded, and $s_1$ could be treated as noise. Hence, the signal-to-noise ratio at $R_k$ for decoding $s_2$, denoted by $\gamma_{s_2 \rightarrow R_k}$, can be expressed as

$$\gamma_{s_2 \rightarrow R_k} = \frac{|h_k^H w_2|^2}{|h_k^H w_1|^2 + 1} \hspace{1cm} (3)$$

In order to consider $s_2$ successfully decoded, the data rate for $s_2$ on the $S$-to-$R_1$ link, denoted as $C_{SR_1}^{s_2}$, must be greater than the target data rate, $R_{s_2}$, for $s_2$. This condition can be expressed as

$$C_{SR_1}^{s_2} = \log_2 \left( 1 + \frac{|h_k^H w_2|^2}{|h_k^H w_1|^2 + 1} \right) \geq R_{s_2} \hspace{1cm} (4)$$

With this condition fulfilled, SIC is completed to decode $s_1$. As a result, the signal to noise ratio at $R_1$ for decoding $s_1$, denoted by $\gamma_{s_1 \rightarrow R_1}$, can be written as

$$\gamma_{s_1 \rightarrow R_1} = |h_k^H w_1|^2 \hspace{1cm} (5)$$

Thus, the corresponding data rate achieved for symbol $s_1$, denoted as $C_{SR_1}^{s_1}$ on the $S$-to-$R_1$ link can be expressed as:

$$C_{SR_1}^{s_1} = \log_2 \left( 1 + \gamma_{s_1 \rightarrow R_1}^{\text{MISO}} \right) \hspace{1cm} (6)$$

Accordingly, from (3), the corresponding data rate achieved for symbol $s_2$ on the $S$-to-$R_2$ link, and denoted $C_{SR_2}^{s_2}$, can be given as

$$C_{SR_2}^{s_2} = \log_2 \left( 1 + \frac{|h_k^H w_2|^2}{|h_k^H w_1|^2 + 1} \right) \hspace{1cm} (7)$$

b) Single Antenna Base Station:

Consider the base Station $S$ equipped with single antenna. The channel coefficients for the links between the source and $R_1$, the source and $R_2$ are denoted, respectively, by $h_{SR_1}$ and $h_{SR_2}$. The channel gains $h_i$, where $i \in \{SR_1, SR_2\}$ are assumed to be Rayleigh faded, i.e., $h_i \sim \mathcal{CN}(0, \lambda_i)$, with zero mean and variance $\lambda_i = d_i^{-\lambda}$ where $\lambda$ is the path loss exponent and $d_i$ is the distance between the BS and the $R_k$ relay.

In the downlink NOMA phase, the source transmits two superimposed data symbols, $s_1$ and $s_2$. The transmitted signal representing the superimposed signals, $s_1$ is expressed as $s = \sqrt{\alpha_1 P_t} s_1 + \sqrt{\alpha_2 P_t} s_2$, where $\alpha_1$ and $\alpha_2$ are the power allocation coefficients. The first symbol, $s_1$, is to be decoded at $R_1$. Similarly, the second symbol $s_2$ is to be decoded at $R_2$. Both decoded symbols will be transmitted simultaneously, each from one of the two relays, to the destination during the uplink NOMA phase.

The distance between the source, $S$, and $R_1$ is assumed to be shorter than the distance between the source and $R_2$. By assuming $d_{SR_1} < d_{SR_2}$, it is possible to consider that the average channel gains are such that $\lambda_{SR_1} > \lambda_{SR_2}$. Accordingly, $\mathbb{E}\{|h_{SR_1}^2|\} > \mathbb{E}\{|h_{SR_2}^2|\}$.

The received signal at the $R_k$ relay, can be given as

$$y_k = h_{SR_k} s + n_k = h_{SR_k} (\sqrt{\alpha_1 P_t} s_1 + \sqrt{\alpha_2 P_t} s_2) + n_k \hspace{1cm} (8)$$

where $n_k$ represents zero mean AWGN, with average noise power $\sigma^2$, at $R_k$. It is assumed that the first symbol, $s_1$, is extracted at $R_1$ through applying SIC by decoding the $s_2$ first, while $R_2$ decodes for $s_2$ directly. Hence, the power allocation coefficients must be such that $\alpha_2 > \alpha_1$. Both relays shall acquire the second symbol $s_2$ by directly decoded, and $s_1$ could be treated as noise. Hence, the signal-to-noise ratio at $R_k$ for decoding $s_2$, denoted by $\gamma_{s_2 \rightarrow R_k}$, can be expressed as

$$\gamma_{s_2 \rightarrow R_k} = \frac{\alpha_2 \rho_t |h_{SR_1}^2|}{\alpha_1 \rho_t |h_{SR_1}^2| + 1} \hspace{1cm} (9)$$

where $\rho_t = \frac{P_t}{\sigma^2}$ represents the ratio between the total transmit signal power to the average noise power at $R_k$ relay.

In order to consider $s_2$ successfully decoded, the data rate for $s_2$, denoted as $C_{SR_1}^{s_2}$, must be greater than the target data rate, $R_{s_2}$, for $s_2$. This condition can be expressed as

$$C_{SR_1}^{s_2} = \log_2 \left( 1 + \frac{\alpha_2 \rho_t |h_{SR_1}^2|^2}{\alpha_1 \rho_t |h_{SR_1}^2|^2 + 1} \right) \geq R_{s_2} \hspace{1cm} (10)$$

With this condition fulfilled, SIC is completed to decode $s_1$. As a result, the signal to noise ratio at $R_1$ for decoding $s_1$, denoted by $\gamma_{s_1 \rightarrow R_1}$, can be written as

$$\gamma_{s_1 \rightarrow R_1} = \alpha_1 \rho_t |h_{SR_1}^2|^2 \hspace{1cm} (11)$$

Thus, the corresponding data rate achieved for symbol $s_1$, denoted as $C_{SR_1}^{s_1}$, on the $S$-to-$R_1$ link can be expressed as:

$$C_{SR_1}^{s_1} = \log_2 (1 + \gamma_{s_1 \rightarrow R_1}) = \log_2 (1 + \alpha_1 \rho_t |h_{SR_1}^2|^2). \hspace{1cm} (12)$$
Accordingly, from (9), the corresponding data rate achieved for symbol $s_2$ on the $S$-to-$R_2$ link, and denoted $C_{SR_2}^{s_2}$, can be given as

$$C_{SR_2}^{s_2} = \log_2 \left( 1 + \frac{\alpha_2 P_t |h_{SR_2}|^2}{\alpha_1 P_t |h_{RS_2}|^2 + 1} \right).$$

(13)

**B. The access links - Uplink NOMA Phase**

In the second transmission phase, each of the two relays $R_1$ and $R_2$, forwards the decoded symbol, $s_1$ and $s_2$, respectively, to the destination node. Similar to the single antenna downlink phase, the channel coefficients for the links between $R_1$ and the destination and $R_2$ to the destination are denoted, respectively, by $h_{R_1D}$ and $h_{R_2D}$. The channels are also assumed to be Rayleigh faded. Following the uplink NOMA principle, $R_1$ transmits the data symbol $s_1$ with transmit power $\alpha_3 P_t$, while $R_2$ transmits the data symbol $s_2$ with transmit power $\alpha_4 P_t$.

Accordingly, the received signal at the destination is expressed as

$$y_d = \sqrt{\alpha_3 P_t} s_1 h_{R_1D} + \sqrt{\alpha_4 P_t} s_2 h_{R_2D} + w_3$$

(14)

where $w_3$ represents zero mean AWGN, with average noise power $\sigma^2$, at the destination $D$. Based on the described model, the relay $R_2$ is closer to the destination than the relay $R_1$, implying a higher channel gain for the $R_2$-to-$D$ link than that for the $R_1$-to-$D$ link, i.e. $|h_{R_2D}|^2 > |h_{R_1D}|^2$. With appropriate power allocation of $\alpha_3 P_t$ and $\alpha_4 P_t$ such that $\alpha_4 > \alpha_3$, the signal received at the destination is dominated by the signal sent from $R_2$. This validated the NOMA considerations for the uplink power domain during this phase of transmission. It is worth noting that the total power allocated for the transmission of both symbols $s_1$ and $s_2$ is considered to be $P_t$, which includes the power utilized at the source and both forwarding relays. Accordingly, it is assumed that $\sum_{i=1}^{4} \alpha_i = 1$. It should be noted that optimum power allocation has been an essential aspect of NOMA-based communication models. However, the details of the power allocation algorithms followed at the base station are considered in other work.

Similar to the analysis presented for the downlink NOMA phase, the received signal expressed in (14) is processed to directly decode $s_2$, the stronger component, treating $s_1$ as noise. Therefore, the signal to noise ratio, $\gamma_{s_2 \rightarrow D}$, at the destination for decoding $s_2$ can be expressed as

$$\gamma_{s_2 \rightarrow D} = \frac{\alpha_4 P_t |h_{R_2D}|^2}{\alpha_3 P_t |h_{R_1D}|^2 + 1}. \quad (15)$$

The achievable data rate, $C_{R_2D}^{s_2}$, for symbol $s_2$ on the $R_2$-to-$D$ link can be written as

$$C_{R_2D}^{s_2} = \log_2 \left( 1 + \frac{\alpha_4 P_t |h_{R_2D}|^2}{\alpha_3 P_t |h_{R_1D}|^2 + 1} \right). \quad (16)$$

Successful decoding of $s_2$ is considered if the achievable data rate is greater than a determined target data rate $R_{S_2}$, resulting in the condition

$$C_{R_2D}^{s_2} \geq R_{S_2}. \quad (17)$$

With $s_2$ decoded, SIC is continued to decode $s_1$. As a result, the signal to noise ratio at destination for decoding $s_1$, $\gamma_{s_1 \rightarrow D}$, is expressed as

$$\gamma_{s_1 \rightarrow D} = \alpha_3 P_t |h_{R_1D}|^2. \quad (18)$$

The resulting achievable data rate, $C_{R_1D}^{s_1}$, for symbol $s_1$ on the $R_1$-to-$D$ link can be then expressed as

$$C_{R_1D}^{s_1} = \log_2 \left( 1 + \alpha_3 P_t |h_{R_1D}|^2 \right). \quad (19)$$

**C. Overall achievable capacity**

The overall system achievable data rate is calculated by adding the achievable rates of both delivered symbols, $C_{s_1}$ and $C_{s_2}$. According to [12], the end-to-end achievable data rate of conventional cooperative relaying system is limited by the worst link of the source-relay and relay-destination links. From (12) and (19), it can be obviously observed that the achievable rate of $s_1$ will be limited by the minimum of $C_{R_1D}^{s_1}$ and $C_{R_1D}^{s_2}$. Similarly, from (10), (13) and (16), the achievable rate of $s_2$ will be limited to the minimum of $C_{SR_1}^{s_2}$ and $C_{R_2D}^{s_2}$. Thus, the overall achievable data rate is written as

$$C = \frac{1}{2} \min(C_{SR_1}^{s_1}, C_{R_1D}^{s_1})$$

$$+ \frac{1}{2} \min(C_{SR_1}^{s_2}, C_{SR_2}^{s_2}, C_{R_2D}^{s_2}), \quad (20)$$

where the factor $\frac{1}{2}$ in (20) accounts for the fact that each symbol requires two phases to reach the destination.

**D. Relay Selection Strategy**

As proposed in the system model, relay selection can be employed to enhance the performance of the proposed wireless backhaul model. The best relay selection scheme is adopted, in which the pair of relays that can provide the highest end-to-end sum achievable data rate in (20) are selected to convey symbols to the destination. Accordingly, the $N$th relay is selected from the upper branch available relays, and the $F$th relay is selected from the lower branch available relays if their combined data rate achieves the maximum sum data rate. This can be expressed as

$$\{n^*, f^*\} = \arg \max_{n \in [1, N], f \in [1, F]} \{C_{n,f}\}. \quad (21)$$

The optimally selected relays are denoted $R_1$ and $R_2$ in the analysis presented in (8) - (19). The effect of the numbers of relays, $N$ and $F$, and the effects of their relative positions to each other as well as relative to the source base station and the destination are studied in the simulation and results section.

In the following section, the ergodic capacity, based on the described model of single-antenna scenario, is defined. Closed-form and asymptotic expressions for the ergodic capacities of both symbols $s_1$ and $s_2$ are also derived.
IV. Ergodic Capacity Analysis

In this section, the system performance in terms of the sum ergodic rate is discussed. For the system model discussed in the previous section, the sum ergodic data rate, \( \mathbb{E}\{C\} \), \textit{i.e.} the average sum of the achievable data rate of symbols \( s_1 \) and \( s_2 \) in (20) can be expressed as

\[
\mathbb{E}\{C\} = \mathbb{E}\{C_{s_1}\} + \mathbb{E}\{C_{s_2}\}. \tag{22}
\]

The ergodic data rate is calculated by averaging the instantaneous capacity achieved through transmission over a varying fading channel. Since the data rate is dependent on the signal to noise ratio, the ergodic data rate is expressed as

\[
\mathbb{E}\{C_x\} = \int_0^\infty \log_2(1 + x) f_X(x) dx \tag{23}
\]

\[
= \frac{1}{2 \ln 2} \int_0^\infty \frac{1 - F_X(x)}{1 + x} dx, \tag{24}
\]

where \( f_X(x) \) and \( F_X(x) \) are respectively the probability density function (PDF) and the cumulative distribution function (CDF) of random random variable \( X \). In the following subsections, the ergodic data rate for each of the two symbols \( s_1 \) and \( s_2 \) is calculated.

A. Ergodic data rate of symbol \( s_1 \)

The instantaneous data rate achieved for symbol \( s_1 \) at the receiver can be obtained by substituting (12) and (19) into the first term of (20), resulting in

\[
C_{s_1} = \frac{1}{2} \log_2(1 + \min \{\gamma_{s_1 \rightarrow R_1}, \gamma_{s_1 \rightarrow D}\}). \tag{25}
\]

Consequently, the ergodic capacity for \( s_1 \) can be evaluated through

\[
\mathbb{E}\{C_{s_1}\} = \frac{1}{2 \ln 2} \int_0^\infty \frac{1 - F_U(u)}{1 + u} du \tag{26}
\]

where \( U = \min\{\gamma_{s_1 \rightarrow R_1}, \gamma_{s_1 \rightarrow D}\} \). Therefore, using (26) to calculate the ergodic data rate of symbol \( s_1 \) requires the calculation of the CDF of \( U \). Using order statistics, the CDF of the random variable \( U \) can be obtained as

\[
F_U(u) = P(\min\{\gamma_{s_1 \rightarrow R_1}, \gamma_{s_1 \rightarrow D}\} < u) = 1 - P(\gamma_{s_1 \rightarrow R_1} \geq u)P(\gamma_{s_1 \rightarrow D} \geq u) = 1 - F_{\gamma_{s_1 \rightarrow R_1}}(u)F_{\gamma_{s_1 \rightarrow D}}(u). \tag{27}
\]

Since the random variables \( \gamma_{s_1 \rightarrow R_1} \) and \( \gamma_{s_1 \rightarrow D} \), defined in (11) and (18), follow exponential distribution with means \( \alpha_1 \rho_t \lambda_{SR_1} \) and \( \alpha_3 \rho_t \lambda_{RD_1} \), hence, their CDFs can be, respectively, expressed as

\[
F_{\gamma_{s_1 \rightarrow R_1}}(u) = 1 - e^{-\frac{u}{\alpha_1 \rho_t \lambda_{SR_1}}} \quad u > 0. \tag{28}
\]

\[
F_{\gamma_{s_1 \rightarrow D}}(u) = 1 - e^{-\frac{u}{\alpha_3 \rho_t \lambda_{RD_1}}} \quad u > 0. \tag{29}
\]

Therefore, substituting (28) and (29) into (27), the CDF of random variable \( U \) can be given by

\[
F_U(u) = 1 - e^{-\frac{u}{\rho_t \lambda_{SR_1} + \alpha_3 \rho_t \lambda_{RD_1}}} \quad u > 0. \tag{30}
\]

Substituting into (26), the ergodic capacity of \( s_1 \) is then obtained as

\[
\mathbb{E}\{C_{s_1}\} = \frac{1}{2 \ln 2} \int_0^\infty e^{-\frac{u}{\rho_t \lambda_{SR_1} + \alpha_3 \rho_t \lambda_{RD_1}}} \frac{1}{1 + U} du. \tag{31}
\]

The integration in (31) can be solved using [24, eq. (3.352.4)], resulting in

\[
\mathbb{E}\{C_{s_1}\} = -\frac{1}{2 \ln 2} e^{-\frac{1}{\rho_t \lambda_{SR_1} + \alpha_3 \rho_t \lambda_{RD_1}}} \times Ei\left(\frac{1}{\rho_t \lambda_{SR_1} + \frac{1}{\alpha_3 \rho_t \lambda_{RD_1}}}\right). \tag{32}
\]

where \( Ei(\cdot) \) denotes exponential integral function [24, eq. (8.211.1)].

B. Ergodic data rate of symbol \( s_2 \)

Similar to the aforementioned analysis, by substituting (10), (13) and (16) into the second term of (20), the instantaneously achievable data rate of symbol \( s_2 \) can be expressed as

\[
C_{s_2} = \frac{1}{2} \log_2(1 + \min \{\gamma_{s_2 \rightarrow R_1}, \gamma_{s_2 \rightarrow R_2}, \gamma_{s_2 \rightarrow D}\}). \tag{33}
\]

Similar to (26), (33) can be solved by letting \( V = \min\{\gamma_{s_2 \rightarrow R_1}, \gamma_{s_2 \rightarrow R_2}, \gamma_{s_2 \rightarrow D}\} \) and considering order statistics, the CDF of random variable \( V \) is given by:

\[
F_V(v) = 1 - F_{\gamma_{s_2 \rightarrow R_1}}(v)F_{\gamma_{s_2 \rightarrow R_2}}(v)F_{\gamma_{s_2 \rightarrow D}}(v). \tag{34}
\]

The CDFs of \( \gamma_{s_2 \rightarrow R_1}, \gamma_{s_2 \rightarrow R_2} \) and \( \gamma_{s_2 \rightarrow D} \) can be evaluated, respectively, as

\[
F_{\gamma_{s_2 \rightarrow R_1}}(v) = 1 - e^{-\frac{v}{\alpha_2 \rho_t \lambda_{SR_1}}} \quad 0 < v < \frac{\alpha_2}{\alpha_1}, \tag{35}
\]

\[
F_{\gamma_{s_2 \rightarrow R_2}}(v) = 1 - e^{-\frac{v}{\rho_t \lambda_{SR_2} + \frac{1}{\alpha_2 \rho_t \lambda_{SR_2}}}} \quad 0 < v < \frac{\alpha_2}{\alpha_1} \tag{36}
\]

and

\[
F_{\gamma_{s_2 \rightarrow D}}(v) = 1 - \frac{\alpha_4 \rho_t \lambda_{RD_2}}{\alpha_4 \rho_t \lambda_{RD_2} + \alpha_5 \rho_t \lambda_{RD_2} \times e^{-\frac{v}{\rho_t \lambda_{RD_2} + \alpha_3 \rho_t \lambda_{RD_2}}}}. \tag{37}
\]

Therefore, the CDF of random variable \( V \) can be obtained by substituting (35), (36) and (37) into (34) resulting in

\[
F_V(v) = 1 - \frac{\alpha_4 \rho_t \lambda_{RD_2}}{\alpha_4 \rho_t \lambda_{RD_2} + \alpha_5 \rho_t \lambda_{RD_2} \times e^{-\frac{v}{\rho_t \lambda_{RD_2} + \alpha_3 \rho_t \lambda_{RD_2}}}} \times e^{-\frac{v^2}{\alpha_2 \rho_t \lambda_{SR_2} + \alpha_2 \rho_t \lambda_{SR_2}}} \quad 0 < v < \frac{\alpha_2}{\alpha_1} \tag{38}
\]

The evaluation of the integral resulting from substituting (38) into (24) is analytically complex. Instead, the ergodic capacity of symbol \( s_2 \) is evaluated asymptotically for high SNR values. When \( \rho_t \rightarrow \infty \), the asymptotic ergodic rate of symbol \( s_2 \) can be obtained as

\[
\mathbb{E}\{C_{s_2}\} = \frac{1}{2 \ln 2} \frac{\alpha_4 \lambda_{RD_2}}{\alpha_4 \lambda_{RD_2} + \alpha_5 \lambda_{RD_2} + \frac{\alpha_4}{\alpha_1} \lambda_{RD_2} + \frac{\alpha_4}{\alpha_1} \lambda_{RD_2}} \times \ln \left(\frac{\alpha_4 \lambda_{RD_2} + \frac{\alpha_4}{\alpha_1} \lambda_{RD_2}}{\alpha_4 \lambda_{RD_2} + \frac{\alpha_4}{\alpha_1} \lambda_{RD_2}}\right). \tag{39}
\]
TABLE I
SIMULATION PARAMETERS, ADOPTED FROM [19]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average noise power</td>
<td>$\sigma^2 = 10^{-10}$ W</td>
</tr>
<tr>
<td>BS transmission power</td>
<td>$P_t = 5$ W</td>
</tr>
<tr>
<td>Path loss exponent</td>
<td>$n = 3$</td>
</tr>
<tr>
<td>Total distance</td>
<td>$r_d = 500$ m</td>
</tr>
</tbody>
</table>

V. SIMULATION AND RESULTS

In this section, system performance and accuracy of the derived analytical expressions are presented. First, Monte Carlo simulations are used to verify the analytical expressions of the ergodic capacity obtained through substituting (32) and (39) into (22). Then, the effects of distances between the source, relays, and destination on the achievable sum rate are investigated using numerical simulations. Simulations are also used to study the impact of the number of available SBS relays in both branches on the system’s ergodic capacity. Finally, a comparison between single antenna scenario and multi antenna scenario has been investigated. All the provided results are obtained via Monte Carlo simulations through $10^5$ network realizations. The main parameters values used in the simulations are listed in Table I.

In the following simulation examples, a fixed power allocation strategy is adopted, in which $\alpha_1 = 0.05$, $\alpha_2 = 0.45$, $\alpha_3 = 0.05$ and $\alpha_4 = 0.05$.

Fig. 2 shows the achievable ergodic sum rate of the proposed system, in bps/Hz, versus the transmit signal-to-noise ratio, $\rho_t = P_t / \sigma^2$. Although the range of $\rho_t$ may seem large, it is typical for the transmit SNR, as it would be dissipated at the destination due to path loss. As expected, increasing the transmit SNR results in an increase in the achievable ergodic sum rate. As can be seen in Fig. 2, analytical results are in agreement with the Monte Carlo simulation results at high transmit SNR values, i.e., for $\rho_t > 100$ dB. However, the use of the asymptotic equation in (39) causes a slight difference between the analytical and simulation results at low transmit SNR values.

The effect of the placements of the selected SBS relays, $R_1$ and $R_2$, is investigated in Fig. 3. Three different placement scenarios are examined, with total sum distances of the source-relay and relay-destination links fixed at $r_d = d_{SR_1} + d_{R_1D} = 500$ m. To keep the distances between the two relays varied, it is also assumed that distance $d_{SR_1}$ is 50 m less than the distance $d_{SR_2}$. In the first scenario, both relays are closer to the source than to the destination with $d_{SR_1} = 50$ m and $d_{SR_2} = 100$ m. In the second scenario, both relays are near to the source and destination’s midpoint with $d_{SR_1} = 250$ m and $d_{SR_2} = 300$ m. Finally, the last scenario with $d_{SR_1} = 400$ m and $d_{SR_2} = 450$ m, both relays are closer to the destination than to the source.

As can be seen from Fig. 3, the scenario in which both relays are near the midpoint between the source and the destination achieves a higher sum data rate than the other two scenarios. This occurs because the end-to-end capacity is dominated by the minimum of the source-to-relay and the relay-to-destination link capacities, as shown in (20). Consequently, while a shorter communication link positively impacts the link’s capacity, a longer link has a dominantly negative effect on the end-to-end capacity. It should be concluded that both relays $R_1$ and $R_2$ should be as close as possible to the source and destination’s midpoint. It can be then conjectured that there are optimum locations for relays $R_1$ and $R_2$ that result in the maximum possible sum ergodic capacity. This could be used as a roadmap for deploying the SBS in ultra-dense networks in practical systems. Fig. 4 shows the achievable sum rate for different values of the distance, $d_{SR_1}$. The figure is generated for $\rho_t = 107$ dB. Results show that there is an optimum location of $R_1$ for which a maximum sum rate can be achieved. It can be seen from Fig. 4 that for the simulated example with the assigned power allocation, the optimum capacity is achieved by $d_{SR_1} = 200 \sim 250$ m.

In the next simulation example, the benefits of relay selection and the effect of the number of relays in the selection pools are investigated. In Fig. 5, a comparison of the achievable sum rate based on the number of available relays is introduced. These relays are clustered relatively close together...
towards the midpoint between the source and the destination with $d_{SR_1} = 250$ m and $d_{SR_2} = 300$ m. The pair of relays that achieve the highest ergodic capacity is selected according to (21). As can be observed, the higher the number of relays, the higher the achievable capacity. It can also be observed that while the achievable capacity improves as the number of available relays increases, the amount of improvement diminishes for a larger number of relays. For example, at $\rho_t = 110$ dB, the total sum rate achieved is 2.75 bps/Hz for the case when no relay selection is employed. When increasing the number of relays to $N = F = 16$ relays, the overall sum rate increases to 3.917 bps/Hz, representing about 41% improvement in the achievable sum rate. On the other hand, when the number of relays increases to 32, the achievable sum rate is 4.07 bps/Hz, a modest improvement compared to the case of 16 relays. Such observation is helpful during the planning of practical systems while deciding on the density of deployed SBSs in ultra-dense networks.

A more practical scenario is investigated in Fig. 6. In this scenario, the available relays are randomly scattered at various locations, and the relay selection scheme selects the optimal relays location. It can be seen from Fig. that at SNR $\rho_t = 110$ dB, the achievable sum rate for a single pair of relays located at the optimum location between the source and the destination is 2.689 bps/Hz. However, when relay selection is performed from six pairs of relays randomly deployed at various locations in the range $d_{SR_1} \in [50 : 50 : 350]$ m, the achievable sum rate increases to 3.377 bps/Hz. However, if six pairs of relays are all located around the optimum location, the improvement in the data rate is the close to that achieved by randomly deployed relays. It can be concluded then that to benefit from relay selection, it is not necessary to have all relays located at the optimum location, and it is sufficient to use randomly deployed relays.

Fig. 6 shows multiple cases of relay selection compared to each other. Six pairs of relays are relatively clustered around non-optimum locations, either near the source with $d_{SR_1} = 50$ m and $d_{SR_2} = 100$ m or near destination with $d_{SR_1} = 400$ m and $d_{SR_2} = 450$ m. It can be observed that relay selection from a pool of relays located at the optimum location $d_{SR_1} = 200$ m and $d_{SR_2} = 250$ m, results in the highest achievable sum rate.
In addition, randomly deployed relays result in better performance than relay selection from relays located all at a location other than the optimum location. In practical systems, randomly deployed relays can be used with relay selection to maximize the benefit of NOMA-based wireless backhaul relaying networks. Other relay combining techniques, such as in [25], can be also explored.

Finally in Fig. 7, a comparison of the achievable sum-rate while using single antenna versus multi-antenna technology is shown. In the multi-antenna scheme, the downlink phase while using single antenna versus multi-antenna technology in [25], can be also explored.

The performance gain obtained from increasing the number of available relays, the higher the achievable data rate. It was also observed that the larger the number of available relays, the higher the achievable data rate.

VI. CONCLUSION

This paper studied a NOMA-based cooperative wireless backhaul network model with a single source, single destination, and multiple randomly deployed decode-and-forward small base station nodes. By utilizing the capabilities of non-orthogonal multiple access and relay selection, the proposed system model can result in higher achievable data rates than those achieved by each alone. The system achievable sum rate was derived, and design guidelines for optimum relay selection policy were provided. Simulation results showed that higher data rates are obtained when the selected pair of relays are such that one is near to the source, and the other is near to the destination. It was also observed that the larger the number of available relays, the higher the achievable data rate.

The performance gain obtained from increasing the number of relays at an optimum location has also been investigated. It was shown that such gains diminish with a higher number of relays. The capacity enhancement of enabling multiple input single output technology to the proposed model in the downlink phase has been shown. A future extension of this work will be the joint optimization of relay placement and power allocation of the selected relays. Furthermore, rate splitting non-orthogonal multiple access will be investigated.
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