Network Topology Optimization for Optical Networks in Aircraft Using MILP
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Abstract—Distributed Integrated Modular Avionics (DIMA) are state of the art in modern aircraft systems. It is a safety-critical, shared computing system with a common network. The architectural complexity of DIMA grows steadily since also the number of functions increases. An optimal DIMA system is hardly retrieved by manually, but finding the optimum can be supported with automated design procedures. In particular, the topology optimization of networks underlying the DIMA architecture is resource intensive and time consuming. For optical networks, which are planned for future systems, the known topology optimization algorithms are only partially appropriate. We propose an algorithm for automated topology optimization of optical networks based on Mixed-integer Linear Programming (MILP). The algorithm derives a global optimum from a given solution space in terms of the interconnection of devices, routing of signals, the placement of opaque or translucent switches, the fiber core count per cable, and ensures a valid attenuation level at each cable and connector. The algorithm is demonstrated with optimizing an in-flight entertainment system’s optical network topology with 23 devices and 48 signals.

Index Terms—attenuation, damping, connectors, optical power, opaque switch, IMA, MILP, avionics, multi-core fiber

I. INTRODUCTION

Modern large transport airplanes are based on Distributed Integrated Modular Avionics (DIMA). DIMA is a concept for sharing computing and network resources in a safety-critical manner. Generic computer modules are installed throughout the aircraft fuselage. Locally, I/O modules read sensors and control actuators. Centrally placed processing modules calculate control commands. All DIMA modules are connected with a high-bandwidth Aircraft Data and Communication Network (ADCN). The modules and network are configurable. The planning and development of a DIMA avionics system architecture is time and resource intensive, due to a high number of software components, signals, modules, peripherals as well as a complex interaction. It is assumed that potential is wasted and a (partial) automation of design steps results in better reliability, weight, and cost of the system [1, p. 2]. Special attention is paid to the network connecting the modules. Many implemented functions are safety-relevant and have mandatory reliability and latency requirements. A prominent example is the flight control system. Since the number of functions increases exponentially with time [2], the ADCNs used today will reach their limits in terms of data rate and latency in a foreseeable time. Optical networks are being considered for future deployments as an alternative to the commonly used ARINC 629 and ARINC 664 (AFDX) networks [3]. This work presents a Mixed-Integer Linear Programming (MILP) model, which generates an optimal network topology for a given installation space from a given set of signals and optical components. The algorithm considers necessary signal flows, cable properties such as attenuation and the number of fibers, and generic resource constraints of hardware and locations. The remainder of this work is organized as follows. Chapter II defines our topology optimization problem. In Chapter III we review the state-of-the-art and compare it to our approach. Chapter IV derives the MILP model. In chapter V the algorithm is applied to optimize the network of an In-flight Entertainment System (IFE). Chapter VI discusses the results and gives an outlook.

II. TOPOLOGY OPTIMIZATION PROBLEM DEFINITION

The general scope of topology optimization in this work is depicted in fig. 1. We assume a given installation space for the optical network consisting of possible installation spaces for switches and end systems as well as cable routes. Within this installation space a number of end systems exists that have communications needs in terms of signals that have to be transmitted and received. Given the installation locations and possible cable routes, an optimal optical network is searched that connects all end systems and fulfills their communication needs. The communication needs are fulfilled if a path from sender to receiver for each signal is determined. In addition, minimum weight, cost, and installation effort are of interest. The optical network has to be built from predefined switch and cable types. Switches can either be opaque or translucent. Opaque switches convert optical information to electrical and back and, therefore, decouple the optical power of connected cables. Translucent switches forward the original optical signal, i.e. input and output power levels are dependent. Moreover, switches can differ in the number of ports and costs as well as in the resources required for their installation (e.g. space) and internal resources required for the signal routing
(e.g. bandwidth or number of signals). Cables differ in cost and weight. Multi-core fiber cables are assumed, and different cable types can have different numbers of cores. It is defined that each signal requires a single core, because current ADCNs enforce a strict signal segregation for safety reasons, and multi-core fibers exhibit an almost perfect physical segregation. A valid topology has to stay within the resources of the installation spaces and cable routes. A valid routing has to stay within the resources of the switches and the optical power level of signals has to be in the range acceptable for the individual components. Attenuation is to be considered in cables, connectors, and translucent devices. Multiple optimization objectives exist, e.g. the cost or weight of the network components, the installation effort, and the number of components in total. An a priori definition of fixed switches or cables shall be possible.

IV. TOPOLOGY OPTIMIZATION AS A MILP

The topology optimization is modeled as a MILP problem, i.e. \( \max f^T x \) subject to \( Ax \leq b \). The encoding of the expected topology in the solution vector is:

\[
x = (x_{D_i}^1, \ldots, x_{D_i}^{|D|} \in \{0, 1\})
\]
\[
x_{F_{ij}}^1, \ldots, x_{F_{ij}}^{|S|} \in \{0, 1\}
\]
\[
x_{\text{useAB}} \cdot x_{\text{allowBA}} \cdots \in \mathbb{Z}
\]
\[
x_{S_i}^{F_{ij} \cdot \text{BA}} \cdot x_{S_j}^{F_{ij} \cdot \text{BA}} \in \{0, 1\}
\]
\[
x_{D_k, \text{transm}} \cdot x_{D_k, \text{Rx}} \cdot x_{D_k, \text{TxAval}} \cdot x_{D_k, \text{powerAB}} \cdot x_{F_{ij}, \text{powerAB}} \in \mathbb{R}
\]
\[
x_{D_k, \text{opaqueRx}} \in \{0, 1\}
\]

\( x \) is based on the fact that the maximum topology is calculated a priori from the given installation space, i.e. the maximum number of switch devices and links is known. Variables (1) and (2) encode the existence of all possible devices and cables of their chosen type. The set \( D \) denotes all possible devices in the network. The element \( D_k \in D \) is the \( k \)-th device. The total number of devices is denoted by \( |D| \). \( F \) represents the set of all potential cables. A fully connected graph is assumed. A single cable of this set is referred to as \( F_j \in F \). \( |F| \) is the total number of possible cables. The notation \( F_j = (D_A, D_B) \) expresses which two devices \( D_A \) and \( D_B \) are connected by cable \( F_j \), with \( D_A \neq D_B \). Two cables \( F_m \) and \( F_n \) linking the same pair of devices \( D_A \) and \( D_B \) are legal. Furthermore, the direction is considered, i.e. \( (D_A, D_B) \neq (D_B, D_A) \). \( T \) is the set of all types, whereas types are divided into device (switch) \( t \) and cable types \( t \). Variables (3) and (4) encode the used fiber cores count and the transmission direction per cable. Signals are represented by the set \( S \), the signal count is \( |S| \). Source and target \( D_S \) and \( D_T \) of a signal \( S_i \in S \) are indicated by the notation \( S_i = (D_S, D_T) \). Multiple signals are allowed between the same source and target device, but signal aggregation is recommended as each signal requires its own core. Bandwidth limitations have to be considered in signal aggregation. Variables (5) and (6) encode the path for each signal on each device and cable, i.e. the routing. The encoding of device, cable, and type usage as well as encoding and constraints for signals routes and resource constraints are skipped here because they equal the ones proposed in [26]. The complete description of the topology optimization MILP can be found in the extended version of this paper [27]. In the following, we focus on the MILP representation of optical power limits, i.e. variables (7) and (8).
A. Attenuation

An upper and lower bound for the signal strength in the network is required to formulate the attenuation or power constraints. A fully connected network with $|D|$ devices is assumed. The longest possible signal path in it passes all $|D|$ devices. Only translucent intermediate devices are of interest for the power considerations. Opaque devices can re-power the signal. Between each pair of devices, the signal is transmitted via a cable. In total, this results in $(|D| - 1)$ cables in the signal path assuming that each device is not passed more than once. The signal power at the receiving device is calculated by adding the transmit power to all attenuations occurring along the signal path. Conversely, the transmit power can be calculated starting from the receive power. Inserting maximum and minimum attenuation values yields the extreme conditions. A positive attenuation value is signal amplification. Maximum attenuation correlates with the smallest attenuation value. The minimum attenuation or gain correlates with the largest attenuation value. With (9) a general limit is derived. All power values occurring in the network have to be within the interval $[-P_{lim}, P_{lim}]$:

$$P_{lim} = P_{lim, Tx} + (|D| - 2) \cdot P_{lim, Da} + (|D| - 1) \cdot P_{lim, Da} + P_{lim, Rx} \geq 0$$

The four terms necessary are calculated from the maximum and minimum values of the cable and device types. First, $P_{lim, Tx}$ denotes the largest absolute transmit power. For the optimization only the largest maximum as well as the smallest minimum transmit power $\hat{\tau}_{Tx}$ and $\check{\tau}_{Tx}$ are required. Since $\check{\tau}_{Tx} \leq \hat{\tau}_{Tx} \leq \hat{\tau}_{Rx}$ and $\check{\tau}_{Tx} \leq \hat{\tau}_{Rx} \leq \hat{\tau}_{Rx}$, $\hat{\tau}_{Tx}$ and $\check{\tau}_{Tx}$ are eliminated, i.e. the largest minimum and smallest maximum transmit power are removed:

$$P_{lim, Tx} := \max \left( \left| \check{\tau}_{Da} \right|, \left| \hat{\tau}_{Da} \right| \right)$$

In the same way, $P_{lim, Rx}$ represents the largest received power. Again, the calculation requires only the largest maximum and smallest minimum power $\check{\tau}_{Rx}$ and $\hat{\tau}_{Rx}$. Similar to the receive power $\check{\tau}_{Rx} \leq \hat{\tau}_{Rx}$ and $\check{\tau}_{Rx} \leq \hat{\tau}_{Rx}$, the smallest maximum as well as largest minimum received power $\check{\tau}_{Rx}$ and $\hat{\tau}_{Rx}$ do not need to be considered:

$$P_{lim, Rx} := \max \left( \left| \check{\tau}_{Da} \right|, \left| \hat{\tau}_{Da} \right| \right)$$

The remaining two terms are determined similarly. $P_{lim, Da}$ is determined by the largest absolute value of the internal device attenuation. The maximum absolute value of the cable-side transmission loss is used for the $P_{lim, Da}$.

$$P_{lim, Da} := \max \left( \left| \check{\tau}_{Da} \right|, \left| \hat{\tau}_{Da} \right| \right)$$

$$P_{lim, Da} := \max \left( \left| \check{\tau}_{Da} \right|, \left| \hat{\tau}_{Da} \right| \right)$$

1) Cable attenuation: The power calculation is carried out according to an adapted calculation rule derived from [28] and [29]. Along the signal path, starting with the transmitted power, all attenuation influences are accumulated. The largest attenuations are scattering and absorption effects in cables and devices as well as mechanical inaccuracies in the alignment. The latter is referred to as an insertion loss at connectors. The insertion loss is not assigned to the devices, but is considered as a part of the cable design. All attenuations along a cable $F_j \in \mathcal{F}$ are assumed to be summable to a single attenuation value $\Delta_j$. This is possible since the length of each cable is known from the installation space dimensions. Furthermore, it is assumed that the plug-in or splice connections are included in this attenuation value. The basic idea of the power calculation is to add up the segment’s individual attenuations. Therefore, the calculation is carried out in decibels, which leads to an additive expression compatible to MILP. However, since no signal path information is available when setting up the MILP constraints, all possible paths have to be considered. This leads to the model shown in fig. 2.

For each signal $S_i \in \mathcal{S}$ and each cable $F_j \in \mathcal{F}$ a set of constraints is defined, which calculates the power change along cable $F_j$ depending on the signal path. The path as well as the powers depend on the direction. If the signal $S_i$ is transmitted as depicted in fig. 2 from device $D_A$ to device $D_B$, then the signal power at the cable’s end, $x_{F_j, powerAB}$, is obtained by adding the cable attenuation $\Delta_j$ to the transmit power $x_{Da, Da}$. Of $D_A$ to be determined. The attenuation value is negative if signal attenuation occurs. Therefore, the attenuation has to be added. If the signal is not transmitted over that link, then $x_{F_j, powerAB} = 0$ dBm is applied to the power at the cable’s end. This choice is reasonable for the attenuation consideration in the devices. For the opposite direction $B \rightarrow A$ the conditions apply analogously. Formally, these conditions can be described mathematically as follows. $x_{F_j, AB}$ is the transmission state.

$$x_{F_j, powerAB} = \begin{cases} x_{Da, Da} + \Delta_j & \text{if } x_{F_j, AB} = 1 \\ 0 & \text{if } x_{F_j, AB} = 0 \end{cases}$$

$$x_{F_j, powerBA} = \begin{cases} x_{Da, Da} + \Delta_j & \text{if } x_{F_j, BA} = 1 \\ 0 & \text{if } x_{F_j, BA} = 0 \end{cases}$$
Eight inequalities are needed for a MILP compatible notation using the Big-M method [30, S. 2].

B. Attenuation Consideration in Devices

The challenge is to model opaque and translucent devices by a common set of constraints. Separation is not possible due to the common type model.

1) Received Power: Fig. 3 shows how power flows through a device $D_k \in D$. Assuming that at most one cable $F_i$ carries the signal $S_i \in S$ to the device, the incoming signal strength is calculated by summation. For this purpose the power at the cable’s end is set to 0 dBm when no signal is transmitted. This incoming signal power $x^S_iD_k,Rx$ corresponds to the power at the end of the cable transmitting to the device:

$$x^S_iD_k,Rx = \sum_{F_j \in \{ F_j \mid F_j = (\epsilon, D_k) \}} x^S_iF_j, powerAB + \sum_{F_j \in \{ F_j \mid F_j = (D_k, \epsilon) \}} x^S_iF_j, powerBA \quad (16)$$

The auxiliary variable $x^S_iD_k, opaqueRx$ encodes whether an opaque type is assigned to the associated device $D_k$ and the signal $S_i$ is received by the device. It is determined from combination of the receive state $x^S_iD_k, doesRx$ and the complementary value of the device property $p^S_iD_k$. According to the general encoding of logical conditions in [31, 4 ff] this results in the inequalities:

$$x^S_iD_k, opaqueRx \leq x^S_iD_k, doesRx \quad (17)$$

$$x^S_iD_k, opaqueRx \leq (1 - p^S_iD_k) \quad (18)$$

$$x^S_iD_k, opaqueRx \geq (1 - p^S_iD_k) + x^S_iD_k, doesRx - 1 \quad (19)$$

If the device $D_k$ is opaque, then the received power should neither overpower the sensor ($p^S_iD_k$) nor be below its sensitivity $p^S_iD_k$. Formally, however, it is considered whether the signal $S_i$ is received at all. Indeed, if there is no reception, then in the received power $x^S_iD_k,Rx = 0$ is meaningless and the sensitivity is not considered. All incoming signal powers are zero, thus their sum is also zero. A check is performed if the device $D_k$ is opaque and the signal $S_i$ is received. This condition is represented by the auxiliary variable $x^S_iD_k, opaqueRx$. Formally, the implication below is obtained with the decision variable $S_i$:

$$x^S_iD_k, opaqueRx = 1 \implies p^S_iD_k \leq x^S_iD_k,Rx \leq p^S_iD_k \quad (20)$$

As before, this is modeled with a Big-M notation. Again, the power limit $P_{lim}$ is used as the Big-M constant.

$$x^S_iD_k,Rx - p^S_iD_k \leq P_{lim} \cdot \left(1 - x^S_iD_k, opaqueRx \right) \quad (21)$$

$$-x^S_iD_k,Rx + p^S_iD_k \leq P_{lim} \cdot \left(1 - x^S_iD_k, opaqueRx \right) \quad (22)$$

It should be noted that attenuations occurring during reception in the device are not modeled. If an optical path to the sensor inside the opaque device degrades the signal, this attenuation is added to the sensitivity range in advance during the type declaration. Further possibly desired margins are to be added in advance to the declaration.

2) Signal Dispatch and Internal Attenuation: The power calculation of the signal dispatch requires several steps. First, the theoretically available transmit power $x^S_iD_k, transmit$ is determined. In the case of opaque devices, this corresponds directly to the actual transmitter power $x^S_iD_k, transmit$. For translucent devices, the available transmit power is calculated from the received power $x^S_iD_k,Rx$ and the internal attenuation $p^S_iD_k$ of the device:

$$x^S_iD_k, Tx, avail = \begin{cases} x^S_iD_k,Rx + p^S_iD_k & \text{if } p^S_iD_k = 1 \\ x^S_iD_k, transmit & \text{if } p^S_iD_k = 0 \end{cases} \quad (23)$$

The decision variable $p^S_iD_k = 1$ encodes whether an opaque or translucent device is present. At this point, the device attenuation of translucent devices is included. For opaque devices there is no consideration of attenuation values. If present, those are considered with the transmitter power as part of the device type declaration. The inclusion of the case distinction (23) is based again on Big-M.

The transmitter power $x^S_iD_k, transmit$ is freely selectable within a power range $[P_{lim}^S, P_{lim}^D]$. Consequently, transmitters with adjustable power can be considered in the optimization. A distinction between opaque and translucent devices is not made. For the latter, the range is set to $\{0\}$. Moreover, an additional constraint is required:

$$p^S_iD_k \leq x^S_iD_k, transmit \leq P_{lim}^D \quad (24)$$

The available transmit power $x^S_iD_k, Tx, avail$ is calculated independently of the fact whether the device $D_k$ transmits the signal $S_i$ at all. The latter is stored in the status variable $x^S_iD_k, doesTx$. If $S_i$ is not transmitted, a transmit power of 0 dBm is desired. A case differentiation is introduced for calculating the actual transmitted signal power $x^S_iD_k, Tx$:

$$x^S_iD_k, Tx = \begin{cases} x^S_iD_k, Tx, avail & \text{if } x^S_iD_k, doesTx = 1 \\ 0 & \text{if } x^S_iD_k, doesTx = 0 \end{cases} \quad (25)$$

When the signal $S_i$ is transmitted, the actual transmit power $x^S_iD_k, Tx$ is equal to the available power $x^S_iD_k, Tx, avail$. If no
transmission takes place, the transmit power is zero. The case discrimination (25) is again represented by four constraints using the Big-M method. The absolute power bound \( P_{\text{lim}} \) is used as a limit.

V. OPTIMIZING AN OPTICAL IFE NETWORK

An In-flight Entertainment system (IFE) scenario is used for demonstration. The optimization is implemented in Python. The scenario is modeled with the Open Avionics Architecture Model (OAAM) [32]. The MILP problem is solved using Gurobi 8.1.0 on an Intel Core i3-2100 with 8 GB RAM.

A. Scenario setup

The scenario comprises three rows of seats of an aircraft with a center aisle. Each row of seats consists of two groups of seats, one to the left and one to the right of the aisle. Each of these seating groups contains a central computer, called a Seat Unit, which controls the screens and controls. There is a panel above each seating group with call buttons, indicator, and reading lights. Each panel has a dedicated control unit, i.e. Call and Light Panel. The IFE is able to display live TV and movies at each seating area. Two streaming computers (Stream Server) provide the data to be transmitted over the optical network. Both Stream Servers can provide each seating group with a video stream. The Stream Servers also control the lamps of the Call and Light Panels. All inputs to the control elements of the seating groups and the call buttons are processed by two Control Servers. These command also the Stream Servers. In a real aircraft, multiple of these aisle segments would be placed sequentially. The optimization space for the IFE scenario and the optimal solution are shown in fig. 4. The points outlined in black represent potential positions for switches. There are two switch types to choose from, namely an opaque and a translucent one. All other devices have their type already assigned. Table I lists the available device types and their properties. With the exception of one translucent switch, all devices are opaque. No cost values are assigned to fixed device types. It is assumed that a translucent device is less expensive than an opaque device that requires active components. The available cable types are listed in table II. They all have the identical attenuation characteristics, but differ based on their available cable types are listed in table II. They all have the types. It is assumed that a translucent device is less expensive properties. With the exception of one translucent switch, all
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TABLE I

<table>
<thead>
<tr>
<th>Name</th>
<th>( \tau_{\text{D}}^{\text{cost}} )</th>
<th>( \tau_{\text{D}}^{\text{cost}} )</th>
<th>( \tau_{\text{D}}^{\text{cost}} )</th>
<th>( \tau_{\text{D}}^{\text{cost}} )</th>
<th>( \tau_{\text{D}}^{\text{cost}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call and Light Panel</td>
<td>2</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Seat Unit</td>
<td>2</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Switch Opaque</td>
<td>6</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Switch Translucent</td>
<td>6</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Optical Wire 2 Core</td>
<td>2</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Optical Wire 4 Core</td>
<td>4</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Optical Wire 8 Core</td>
<td>8</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Optical Wire 12 Core</td>
<td>12</td>
<td>-2 dB</td>
<td>90</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Only the connection between the two Stream Servers 20 and 21, as well as the connection between the two Control Servers 22 and 23 is limited to the two-core cable type. Other cable types are subject to the optimization. In total, there are 48 necessary signals for this scenario. The detailed list of signals is given in [27].

B. Optimization

The IFE scenario resulted in a MILP with 17 876 variables and 49 316 inequalities. It took 9 min to retrieve a global optimal solution. The entire program execution required 23 min, of which a total of 6 min are spent on data input, output, and internal model building. Another 6 min are attributable to Gurobi and subsequent processing. The optimized topology is shown fig. 4. Six of the eight possible switches are instantiated in the topology as translucent devices (yellow). No opaque switches are instantiated. Two possible switch positions are unused. The cable assignment is symmetrical along one axis. Although there is a symmetry of the defined signals in in the top strands (0-4 and 5-9) as well as in the bottom strands (10-14 and 15-19), this symmetry is not reflected in the optimized topology. Instead, a symmetry of left and right is observed, resulting from the control and stream device positions. This symmetry might look odd to the engineer even if being optimal. As a relieve symmetry constraints as given in [34] can be used. All signals were routed correctly and all signal power levels are within the acceptable range of their respective receivers. A careful inspection of the optimization result uncovers a shortcoming in our cost function: While two signals to the Seat Unit with number 11 follow short paths from start to destination, one signal is not optimal in terms of hop count. Instead of using the available core of the connection 10-11, it runs via Switch 14. However, since the alternative path with fewer hops does not result in a better objective function value, it is not picked by the optimizer.

VI. CONCLUSION

The demonstration with the small IFE system shows that the method is appropriate for the desired topology design. It became clear in that further routing constraints (e.g. hop count and segregation) may be needed to limit the signals routed through a device. The used domain-specific model OAAM
includes ways to specify such constraints, which were not considered so far. The problem size is critical since Big-M constraints can quickly lead to infeasible calculation times. For the IFE scenario it contains 18000 variables and 50000 constraints. Surprisingly, the demonstration model is solved in 23 min. Optimization times in the order of several hours to days can be expected for a real aircraft. An alternative can be an MILP model, which selects from pre-calculated paths instead of building the path. The fact that only one single signal is transmitted in one core is a limitation in practice. Future investigations should, therefore, look at relaxing this limitation. It makes sense include other optical transmission techniques, e,g. Wavelength-Division-Multiplexing (WDM). In conclusion, it can be stated that topology optimization of optical networks is feasible within an acceptable time and provides added value to the design of aircraft systems.
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