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USING INTERNAL DEPTH
TO AID STEREOSCOPIC
IMAGE SPLICING DETECTION

Mark-Anthony Fouche and Martin Olivier

Abstract Splicing is a common image manipulation technique, where parts of
multiple images are combined to create a new composite image. Com-
mercial image editing software enables almost anyone to splice images
and create fake photographs. This paper investigates how the relation-
ship between object distance and internal depth can aid in detecting
spliced stereoscopic images. An equation is derived for predicting the
distance at which an object loses internal depth. Experiments with
stereoscopic images indicate that the analysis of this depth information
can assist in detecting image splicing.
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1. Introduction

Stereoscopy is a technique that is used to create an illusion of depth on
a flat surface. This is achieved by displaying two perspectives of the same
scene separately to the left and right eyes [22]. The perspectives can be
taken by a single or multiple image capturing devices. Together, the two
perspectives form a stereoscopic (3D) image. Stereoscopic images have
applications in a variety of fields, including astronomy [14], education
[23], environmental forensics [8], medical sciences [21], robotics [12] and
entertainment [18].

Capturing digital stereoscopic images has become very popular due
to recent advances in digital image capturing devices such as digital
cameras [9], digital video cameras [17], handheld game consoles [1] and
smartphones [13]. The widespread use of stereoscopic images makes it
important to be able to detect image tampering.
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Considerable research has been conducted in the area of digital image
forensics [5, 7, 16]. However, little research has focused on how depth
information from stereoscopic images can be used to detect splicing. In
a previous paper [6], we showed that disparity maps can be used to
aid stereoscopic splicing detection, but the results were limited to non-
stereoscopic to stereoscopic splicing. To our knowledge, no published
research exists on using depth information for stereoscopic image splicing
detection.

This paper investigates how the relationship between an object’s dis-
tance and internal depth can aid in detecting spliced stereoscopic images.
The internal depth of an object is computed as the distance between the
nearest and farthest visible points on the object with regard to the cam-
era. In digital stereoscopic images, a point can be represented by a
single pixel. The distance of a point is computed as the difference in the
horizontal pixel positions of the point in the left and right images of a
stereoscopic image pair. At a certain distance from the camera any two
points of an object would appear to have the same distance because the
difference in pixel positions is less than one pixel. In this case, the object
is considered to have no internal depth. A stereoscopic image containing
an object with internal depth at a position where it should not have
internal depth is an anomaly that may indicate splicing. Likewise, an
image containing an object with no internal depth at a position where it
should have internal depth is also anomalous and may indicate splicing.

This paper derives an equation for computing the distance at which an
object loses its internal depth. The equation is tested on a set of stereo-
scopic images containing chairs with target signs in the front and back to
express internal depth. The chairs were placed at different distances and
photographed. The internal depths of the chairs were measured and the
results compared with the expected values using the derived equation. A
chair was then spliced from a distance where it had internal depth to an
area where it should not have internal depth and vice versa. The inter-
nal depth of each spliced chair was compared with the expected internal
depth. The experimental results indicate that the distance at which an
object loses internal depth can aid in the detection of stereoscopic image
splicing.

2. Background

This section discusses stereoscopic images and image splicing tech-
niques.
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Figure 1. Stereoscopic image pair.

2.1 Stereoscopic Images

Stereoscopic (3D) images are image pairs of the same scene taken from
slightly different positions. Objects at different distances from a camera
have different horizontal placements in the left and right images of a
stereoscopic pair. The closer the object is to the camera, the greater
the difference in the horizontal placements. This enables depth to be
perceived when one image is projected on one eye and the other image
on the other eye. Figure 1 shows an image pair taken with a digital
stereoscopic camera.

Digital stereoscopic images can be split into separate image files or
stored in a single image file. An example of the latter is multi-picture
object (MPO) files [2].

Stereoscopic images can be viewed in various ways, some of them re-
quire a user to wear special glasses. One technique converts an image
to an anaglyph, which requires glasses with different colored lenses [4].
Another technique uses a special screen with a double refresh rate. The
left and right images are alternated on the screen and viewed with shut-
ter glasses. The shutter glasses block the vision of the eye for which the
current image should not be displayed [19]. A third technique superim-
poses the two images, each of which is projected with a different polarity.
Polarized glasses are then used to filter each image for the correct eye
[10].

Stereoscopic images can also be viewed without glasses. One tech-
nique involves autostereoscopic displays [3, 11] that are present in many
modern stereoscopic image capturing devices [1, 9, 13, 17].

2.2 Image Splicing Techniques

Splicing is a common image manipulation technique where multiple
images are combined to create a new composite image. Stereoscopic im-
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Figure 2. Non-stereoscopic to stereoscopic splicing.

age splicing has two forms: (i) non-stereoscopic to stereoscopic splicing;
and (ii) stereoscopic to stereoscopic splicing.

Non-Stereoscopic to Stereoscopic Splicing. In non-stereoscopic
to stereoscopic splicing, a part of a non-stereoscopic image is combined
with a stereoscopic image. The horizontal placement of the non-stereo-
scopic image part should be adjusted in both images of the stereoscopic
image pair, so that the non-stereoscopic part appears to be at the desired
distance from the camera. Figure 2 illustrates this approach.

When the non-stereoscopic to stereoscopic splicing approach is used,
the non-stereoscopic part of the image tends to appear “flat” because it
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Figure 3. Stereoscopic to stereoscopic splicing.

has no internal depth. One way to address this problem is to adjust the
horizontal positions of various sections of the non-stereoscopic part of
the image. This could lead to gaps in the image that must be filled via
image cloning or another technique. Time and patience are required, but
if done correctly, the procedure can yield similar results as stereoscopic
to stereoscopic splicing.

Stereoscopic to Stereoscopic Splicing In stereoscopic to stereo-
scopic splicing, parts of different stereoscopic images are combined. To
maintain internal depth, the left and right images are combined sepa-
rately. Every modification in the left image is duplicated in the right
image. Figure 3 illustrates this approach.
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Stereoscopic to stereoscopic splicing maintains the internal depth of
the spliced images, but the splicing can still lead to irregularities. At a
certain distance objects lose internal depth. When an object with inter-
nal depth is spliced and placed beyond this distance, it might still appear
to have internal depth when internal depth is not expected. It could also
happen that a spliced object has no internal depth in a stereoscopic im-
age, but is placed at a point where internal depth is expected. These
irregularities can indicate that the image has been spliced. In order to
detect these irregularities, it is necessary to determine the distance at
which an object starts to lose internal depth. The next section derives
an equation for determining this distance.

3. Stereoscopic Distance Measurements

An object has no internal depth if the calculated distance of any two
points on the object is the same. The following equation from Mrovlje
and Vrancic [15] can be used to calculate the distance (D) from the
camera of a single point in a digital stereoscopic image:

D =
Bx0

2 tan(ϕ0
2 )(xR − xL)

(1)

In the equation, B is the horizontal distance between the lenses of the
camera or cameras used to capture the stereoscopic image; x0 is the
horizontal image resolution in pixels; ϕ0 is the viewing angle of the
camera; and (xR − xL) is the number of horizontal pixels that the point
differs in the left and right images of a stereoscopic image pair. Note
that Equation (1) assumes that the viewing directions of both lenses are
parallel.

According to Equation (1), the distance of a point is dependent on
the number of horizontal pixels by which the point differs in the two
images of the stereoscopic image pair. When two points have the same
difference in pixels, the points are the same distance from the camera.
If the two points are the nearest and farthest points on an object with
regard to the camera position, then the object has no internal depth.
Deriving an equation for the distance at which an object loses internal
depth requires the horizontal pixel difference of two points to be less
than a pixel.

Let D be the distance of the closest point on an object with a depth of
△D. Then, the distance of the farthest point on the object is (D+△D).
Let (xR − xL) be the number of pixels that the point at D differs in the
left and right images of a stereoscopic image pair. Let (xR2 − xL2) be
the number of pixels that the point at (D +△D) differs in the left and
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right images of a stereoscopic image pair. Then, the smallest number of
pixels (P ) needed to represent the internal depth for the object is given
by:

P = (xR − xL)− (xR2 − xL2) (2)

Using Equation (1), we obtain:

D + (△D) =
Bx0

2 tan(ϕ0
2 )(xR2 − xL2)

(3)

Substituting Equation (2) in Equation (3) yields:

D + (△D) =
Bx0

2 tan(ϕ0
2 )((xR − xL)− P )

(4)

Upon simplifying Equation (4) using Equation (1), we obtain:

0 = [2P tan(
ϕ0

2
)]D2 + [2P (△D)tan(

ϕ0

2
)]D + [−B(△D)x0] (5)

D can be solved using the quadratic equation:

−b ±
√

b2 − 4ac

2a
(6)

Since we are only interested in the positive distance in front of the cam-
era, solving and simplifying D yields:

D =
(△D)

2
[(

√

1 +
2Bx0

P (△D) tan(ϕ0
2 )

)− 1] (7)

where △D is the object depth; B is the difference in the horizontal cam-
era lens positions; x0 is the horizontal pixel resolution; ϕ0 is the camera
viewing angle; and P is the maximum internal depth. The distance D
where P = 1 is the approximate distance at which an object starts losing
internal depth.

4. Experimental Methodology

An experiment was conducted to test the accuracy of Equation (7),
which specifies the distance at which an object loses internal depth. The
experiment also tested the results obtained upon applying the equation
to stereoscopic image splicing detection.
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Figure 4. Chair placement illustration.

4.1 Distance Prediction

Stereoscopic images were created of a scene comprising five chairs.
The five chairs where set up with two targets each. One target was
placed in front of each chair and one against the back of each chair. The
distance between the targets was 37cm, representing the internal depth
of each chair.

The five chairs were placed in an arc in front of the camera position
(Figure 4). The angle between each adjacent chair was 10o, so that
the chairs would fit in the camera frames. The chairs were moved and
photographed at 5m, 10m, 15m and 20m from the camera position.
These distances were chosen because, according to Equation (7), the
chairs lose internal depth somewhere in this range. Figure 5 shows a
photograph of the chairs placed at 5m.

Two cameras were used to photograph the chairs. The first was a
Fujifilm FinePix REAL 3D W3; this camera was used to take 2D and
3D photographs. The second camera used was a Sony Cybershot DSC-
P43. The cameras were chosen because they provided different variables
for testing Equation (7).
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Figure 5. Chair placement photograph.

When the chairs werephotographedwith a singlelens,the camerawas
moved on a horizontal line at 0mm, 25mm, 50mm, 75mm and 100mm.
Stereoscopicimageswerecreatedusing the 0mm imageas the left image
and the 25mm, 50mm, 75mm and 100mmimagesseparatelyas the right
image in each stereoscopicimagepair. Stereoscopicimageswerecreated
at di!eren t lens distancesto accommodate the fact that the distance of
the lensesdi!ers in di!eren t stereoscopicimage capturing devices.

Table 1 provides information about the camerasused in the experi-
ment. Table 2 speciÞesthe distance at which the chairs are expected to
lose internal depth.

After the chairs were photographed at the four distances,the images
weredownloaded. For each image, the horizontal pixel distancebetween
the targets on each chair was measuredseparately and recorded. The
measurements were taken in pixel units.
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Table 1. Camera information.

Mak e Sony FujiÞlm
Mo del DSC-P43 FinePix REAL 3D W3

Mo de 2D (Single Lens) 2D (Single Lens) 3D (Double Lenses)
Resolution 2304 ! 1728 3584 ! 2016 3584 ! 2016
Focal Length 5mm 6.3mm 6.3mm
Sensor 1/2.7Ó CCD 1/2.3Ó CCD 1/2.3Ó CCD ! 2
Sensor Size 5.37 ! 4.04mm2 6.16 ! 4.62mm2 6.16 ! 4.62mm2

Angle of View 56.47o 52.11o 45o

In ter-Lens Dist. - - 75mm

Table 2. Distance at which chairs (" D = 0.37m) lose internal depth.

Mak e Sony FujiÞlm
Mo del DSC-P43 FinePix REAL 3D W3

Mo de 2D 2D 3D
Image Width 2304 3584 3584
Angle of View 56.47o 52.11o 45o

Distance of 25 50 75 100 25 50 75 100 75
Lenses (mm)
Predicted 4.27 6.12 7.53 8.73 5.64 8.05 9.9 11.5 10.8
Distance (m)

4.2 Splicing Detection

Two stereoscopicimagesof the chairs were used to test splicing de-
tection. Both the imageswere taken with the FujiÞlm FinePix REAL
3D W3 camera in the 3D mode.

Imagesof the chairs at 5m and 15m wereusedin the experiment. This
is because,according to Equation (7) and the information in Table 1,
the distanceat which a chair with a depth of 37cmstarts to loseinternal
depth is approximately:

D =
(0.37)

2
[(

!

1 +
2(0.075)(3584)

(0.5)(0.37)tan( 45
2 )

) ! 1] = 10.8m (8)

Two tests of stereoscopic to stereoscopicsplicing were conducted.
First, a chair at 5m was spliced at a distance of 15m. Second,a chair
at 15m was spliced at a distance of 5m. The spliced imageswere scaled
to be the samesizeas the non-splicedchairs. The internal depths of the
splicedchairs weremeasuredand compared. All the measurements were
taken in pixel units.
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Table 3. Averagemeasured internal depth of chairs at di!eren t distances.

Make Sony FujiÞlm
Model DSC-P43 FinePix REAL 3D W3

Mode 2D 2D 3D

Distance of 25 50 75 100 25 50 75 100 75
Lenses (mm)

Average Measured Internal Depth of the Five Chairs in Pixels

***
5m 0.6 1.0 1.8 2.2 1.0 1.4 2.6 3.4 4.8

Chair *** *** *** *** *** ***
Distance 10m 0.2 0.6 0.6 0.6 0 0 0.6 0.8 1.6
from *** ***
Camera 15m 0 0 0 0 0 0 0.4 0.6 0.6

20m 0 0 0 0 0 0 0 0 0

*** Distance chairs should loose internal depth according to Table 2

5. Experimental Results

This section discusses the experimental results.

5.1 Distance Prediction

Table 3 provides the average measured internal depths of the five
chairs for the various cameras, camera settings and chair distances. For
example, the average measured distance of 4.8 pixels was obtained for
the chairs at 5m in the image taken with the Fujifilm camera in the 3D
mode. The asterisks (***) indicate the point where the chairs should
lose internal depth according to Equation (7) and Table 2. All the pixel
distances above the asterisks are expected to be more than 1 pixel and
those below are expected to be less than 1 pixel.

Table 3 indicates that Equation (7) accurately predicts the point at
which an object loses its internal depth in most cases. The only excep-
tion is the image taken by the Fujifilm camera in the 2D mode. When
the distance of the lenses is 100mm and the chairs are at 10m, the av-
erage internal depth is expected to be more than 1 pixel. However, the
measured value of 0.8 pixels in Table 3 is less than expected. A possible
explanation is camera lens distortion [20] and the position of the chairs
relative to this distortion.

It is also necessary to note the internal depth values at 20m. All these
values are zero, which means that all the chairs had no internal depth
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at this point. A value less than one can be chosen for P in Equation
(7) to obtain the point at which an object always hasno internal depth.
Calculating the appropriate value for P is beyond the scopeof this paper.

5.2 Splicing Detection

This sectiondiscussesthe results of splicing stereoscopicimagesbefore
and after the point at which an object losesinternal depth.

Splicing an Ob ject with In ternal Depth to No In ternal Depth.
In this experiment, the center chair wasspliced from a distanceof 5m to
a distance of 15m. The spliced chair was scaledto be the samesize as
the non-spliced chair in the sameimage. Before the spliced image was
scaled, the internal depth was 5 pixels. The non-spliced chair had no
internal depth.

After splicing and scaling, the non-spliced chair still had no internal
depth, but the splicedchair had an internal depth of 2 pixels. Thus, the
spliced chair had internal depth at a point where internal depth should
not be present. This indicates that a spliced object can be detected if
the object hasinternal depth beyond the distancepredicted by Equation
(7).

Splicing an Ob ject with No In ternal Depth to In ternal Depth.
In this experiment, the center chair was spliced from a distance of 15m
to a distance of 5m. The spliced chair was scaledto be the samesizeas
the non-spliced chair in the sameimage. Before the spliced image was
scaled,there wasno internal depth. The non-splicedchair at 5m had an
internal depth of Þve pixels.

After splicing and scaling, the internal depth of the non-splicedchair
wasstill Þve pixels. However, the internal depth of the splicedchair was
measuredas two pixels comparedwith its original value of zero pixels.

The graphs in Figure 6 explain the reasonfor the increasedinternal
depth. The internal depth was measuredin pixels using markers such
as the darkest point on an edge. When the darkest point on an edgeis
estimated using the graphs,the distanceof the point showsan increasein
internal depth. The Þrst graph showsthat the di!erence in pixel distance
betweenthe left (L) and right (R) edgeis lessthan onepixel, and, thus,
there is no internal depth. When the edgesare scaled,the di!erence in
internal depth is scaledto becomemore than one pixel. Thus, when an
image has an internal depth of lessthan one pixel, scaling can causeit
to have an internal depth of more than one pixel.

The experimental results thus indicate that an image that is spliced
from a distance where it was measuredto have no internal depth may
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Figure 6. Increasing the scale increasesthe measured internal depth.

have internal depth after scaling. However, the internal depth of a spliced
object can be signiÞcantly less than its internal depth when it is not
spliced.

6. Conclusions

Understanding the relationship betweenthe distanceof an object and
its internal depth can aid in the detection of splicedstereoscopicimages.
Experimental results demonstrate that the derived equation provides
good estimates of the distance at which an object losesinternal depth.
The experimental results alsoshow that it is possibleto detect an object
that is scaledand spliced from an area with internal depth to an area
without internal depth. Moreover, an object that is spliced from an area
without internal depth to an area with internal depth can potentially
gain internal depth if scaled,but it may have a signiÞcantly smaller in-
ternal depth than expected. Theseresults demonstratethat stereoscopic
image splicing can be detected by comparing the physical depth of an
object with its computed internal depth.

Our future research will continue to analyzethe derived equation and
its variables. Also, our research will investigate the e!ects of camera
distortion and the position of a spliced object on internal depth.
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