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Abstract SCADA systems have historically been isolated from other computing
resources. However, the use of TCP/IP as a carrier proto col and the
trend to interconnect SCADA systems with enterprise networks intro-
duce serious security threats. This paper describes two strategies for
securing SCADA networks, both of which have been implemented in
a laboratory-scale Modbus network. The Þrst utilizes a security ser-
vices suite that minimizes the impact on time-critical industrial process
systems while adhering to industry standards. The second engagesa
sophisticated forensic system for SCADA network tra!c collection and
analysis. The forensic system supports the post mortem analysis of secu-
rit y breaches and the monitoring of processbehavior to optimize plant
performance.
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1. In tro duction
Industrial control systems, also known as SCADA systems, typically in-

corporate sensors,actuators and control software that are deployed in widely
dispersedlocations. SCADA systemsoriginally employed relatively primitiv e
serial protocols and communications infrastructures to link SCADA compo-
nents and to transport control and data messages.Also, they favored oper-
ational requirements over security becauseSCADA equipment was physically
and logically isolated from other networks.

To increasee!ciency , enhanceinterconnectivity, and leverageCOTS (com-
mercial o"-the-shelf ) hardwareand software,most major industrial control pro-
tocolsnow include standardsfor transporting SCADA messagesusing TCP/IP .
The Modbus-TCP and DNP3-over-LAN/W AN speciÞcationsare a clear indi-
cation that TCP/IP is becoming the predominant carrier protocol in modern
SCADA networks. Meanwhile, TCP/IP is also facilitating interconnections
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betweenpreviously isolated SCADA networks and corporate information tech-
nology and communications infrastructures.

This trend raisesserioussecurity issues. Most SCADA protocols were de-
signedwithout any security mechanisms. Therefore, an attack on the TCP/IP
carrier can severely expose the unprotected SCADA protocol. Furthermore,
attacks on an interconnected corporate network could tunnel into a SCADA
network and wreak havoc on the industrial process[4, 6].

The SCADA communit y hascreatedstandardsthat adapt information tech-
nology security solutions to mitigate risk in industrial control environments.
The ISA-SP99 Committee on Manufacturing and Control Systems Security
has producedtwo technical reports [11, 12] and is currently developing an AN-
SI/ISA standard. The American Petroleum Institute has releaseda pipeline
SCADA security standard API-1164 [3], and the American GasAssociation has
proposedthe AGA-12 [1, 2] standard for cryptographic protection of SCADA
communications. The United KingdomÕsNational Infrastructure Security Co-
ordination Centre (NISCC) has releaseda good practice guide on Þrewall de-
ployment for SCADA systemsand processcontrol networks [5]. Meanwhile,
NIST has produced two documents, a system protection proÞle for industrial
control systems[17] and a guide for securingcontrol systems[21].

When SCADA systemsare used in critical infrastructure installations, it is
important to consider security requirements and to develop security mecha-
nisms and strategies that conform with industry initiativ es and standards [7,
10, 13]. This paper discussestwo such strategiesfor securingSCADA networks,
both of which have minimal impact on real-time plant operations. The Þrst
involves the deployment of a security servicessuite for serial and multip oint
network links that provides risk mitigation facilities in response to identiÞed
risk factors and known protocol vulnerabilities. The secondstrategy engagesa
forensicsystemfor the capture, storageand analysisof SCADA network tra!c.
This systemsupports the investigation of security incidents and assistsin mon-
itoring processbehavior and examining trends to optimize plant performance.

2. SCAD A Net work Arc hitecture
SCADA networks range from small home automation systemsto vast, dis-

tributed networks usedin oil and gaspipelinesand electric power distribution.
Figure 1 presents a referenceSCADA network architecture, which we use to
discussthe functional designand interconnectivity aspectsof SCADA networks.

A SCADA network comprisestwo major components, a control center and
the plant it controls (Sites A through F in Figure 1). The control center and
the plant are connectedvia a SCADA server to sites that are co-located with
the control center or are within a short distance of the control center (Sites A,
B and C). Remote sites are often connectedto the control center by radio or
satellite links, leasedtelephonelines or even the Internet (Sites D, E and F).

The control center is the hub of SCADA network operations. Its components
include human machine interfaces(HMIs), engineeringworkstations, plant data
historians, databasesand various sharedresources.Control center components
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Figure 1. Generic SCADA network architecture.

communicate with each other using the management network, and with the
plant (Sites A to F) and other SCADA networks using SCADA servers. De-
pending on their lower-level protocols,SCADA serversareusually implemented
with vendor-speciÞcsoftware and their servicesare often basedon the OPC
standard [8].

A control network (e.g., Control Network A) hasthree typesof components:
control devices, I/O devicesand a SCADA gateway. Control devices,which
include programmablelogic controllers (PLCs), remote terminal units (RTUs),
input/output controllers (IOCs) and intelligent electronic devices(IEDs), im-
plement the processcontrol logic. Thesedevicesinterface with and manipulate
I/O devices(sensorsand actuators). SensorsmeasurespeciÞcprocessparam-
eters (e.g., temperature or pressure). Actuators perform control actions (e.g.,
open or closea valve) to e!ect the desiredchangesto the processparameters.

A SCADA gateway interfacescontrol network components that cannot com-
municate directly with the SCADA server. Depending on its functionalit y, any
control device can serve as a SCADA gateway. Special units called front-end
processors(FEPs) arecommonly usedasSCADA gateways in industrial control
environments.

Human operators in the control center usehuman machine interfaces(HMIs)
to interact with industrial processsystems.Engineeringworkstation operators,
on the other hand, have more authorit y over the SCADA network; they can
reconÞgureHMIs and control devices, and modify control algorithms (e.g.,
ladder logic).
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A databasehousedin the control center recordsdata about processparame-
ters and control actions. Engineering workstation and HMI operators interact
with the databaseto accessand modify processdata and control variables. His-
torians archive data about SCADA network activities, including sensordata,
control actions initiated by engineeringworkstation and HMI operators, and
management network logs.

The management network contains various shared resources(e.g., printers,
fax machinesand Þleservers), but theseare typically not consideredpart of the
SCADA network. However, it is increasingly common for corporate networks
to interconnect with SCADA networks.

3. SCAD A Securit y Standards
This section outlines the major documents and standards that have been

promulgated for SCADA security.

3.1 ISA-SP99 Technical Rep orts
The ISA-SP99committee hasproducedtwo technical reports on control sys-

tem security. The Þrst report [11] focuseson security technologiesfor manu-
facturing and control systems. It providesa comprehensive survey of electronic
security technologies, complemented by usage guidance and security assess-
ments. The secondreport [12] addressesthe integration of security compo-
nents in manufacturing and control system environments. Elements identiÞed
by the Þrst report are usedto integrate security in industrial environments us-
ing well-deÞnedplans that include requirements, policies, proceduresand best
practices. The main goal of the report is to provide e!ectiv e security imple-
mentation guidelines for control systems.

3.2 NIST System Protection ProÞle
In October 2004,NIST releaseda systemprotection proÞle(SPP) for indus-

trial control systems[17], which provides guidancefor developing formal state-
ments of functional and security assurancerequirements for industrial systems.
The NIST document adopts protection proÞlesasdeÞnedby the Common Cri-
teria.

The SPP core speciÞesfunctional requirements (login control, role-based
accesscontrol, data authentication, etc.) and assurancerequirements (conÞg-
uration management, delivery and operation, vulnerabilit y assessment, assur-
ancemaintenance,etc.). The NIST SPP alsoprovidesguidelinesfor developing
focusedprotection proÞlesfor various classesof industrial control systems.

3.3 API-1164 Securit y Standard
The API-1164 Pipeline SCADA Security Standard [3] was releasedin Sep-

tember 2004. This standard provides guidelines, operator checklists and a se-
curit y plan template for systemintegrit y and security. The API-1164 standard
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provides operators with a description of industry practices in SCADA secu-
rit y along with a framework for developing and implementing sound security
practices.

API-1164 guidelinesalsoaddressaccesscontrol, communication, information
distribution and classiÞcation,physical security, data ßow, network design,and
a management system for personnel. The API-1164 operator checklist is a
comprehensive list of measuresfor evaluating the security status of SCADA
systems. Each measureis classiÞedas being required, in-place or not needed.
The standard also contains a security plan template that adheresto API-1164
best practices and can be usedwith minimal modiÞcations.

3.4 A GA-12 Do cumen ts
Three weeksafter September 11, 2001,the American GasAssociation estab-

lished a working group to recommendprotocols and mechanisms for securing
industrial control systemsfrom cyber attacks. The working group hasproduced
two documents. The Þrst document, AGA-12 Part 1 [1], addressespolicies, as-
sessment and audits. Also, it describescryptographic systemrequirements and
test planning for security devices. AGA-12 Part 1 requires security devices
to comply with NIST FIPS 140-2 (Security Requirements for Cryptographic
Modules).

The seconddocument, AGA-12 Part 2 [2], discussesretroÞtting serial com-
munications and encapsulation/encryption of serial communication channels.
The document describes a session-basedprotocol with authentication services
using symmetric keys (AES and SHA1 are used to implement conÞdentialit y
and integrit y, respectively). The simple designhas minimal impact on latency
and jitter and usessequencenumbers to protect against replay attacks. Also,
it can encapsulateand transport other protocols, e.g., Modbus and DNP3.

AGA is currently developing Parts 3 and 4 of the AGA-12 documents, which
will addressthe protection of networkedsystemsand the embedding of security
in SCADA components.

3.5 NISCC Firew all Deplo ymen t Guide
The NISCC Good Practice Guide on Firewall Deployment for SCADA and

ProcessControl Networks [5] was developed by the British Columbia Institute
of Technology for the U.K.ÕsNational Infrastructure Security Co-ordination
Centre (NISCC) in February 2005. It provides guidelines for Þrewall conÞgu-
ration and deployment in industrial environments. In particular, it describes
and evaluates eight segregationarchitectures from dual-homed computers to
VLAN-based network separation. Each architecture is evaluated on the basis
of manageability, scalability and security.

The NISCC guide alsodiscussesthe implementation, conÞgurationand man-
agement of Þrewalls and other architectural components. Its discussionof fu-
ture technologiesto be usedin industrial networks highlights the importance of
quality of service,and the needfor devicesto be aware of industrial protocols.
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3.6 NIST SP 800-82 Do cumen t
In September 2006,NIST releasedthe Þrst public draft of a guide for SCADA

and industrial control systemssecurity (NIST SP 800-82Document [21]). The
NIST document presents a comprehensive treatment of security aspects. In
particular, it discussescommon system topologies,threats and vulnerabilities,
and suggestssecurity countermeasuresto be used in mitigating risk. Also, it
re-targets management, operational and technical security controls, which were
originally speciÞedin the context of federal information systems,for industrial
control environments. In addition, the SP 800-82document discussesother
initiativ esand e!orts focusedon developing security best practices for SCADA
and industrial control systems.

4. Securit y Services Suite
We have designedthe security servicessuite asa technical solution for secur-

ing industrial networks in accordancewith the industry/go vernment standards
describedin Section3. The security suite hasbeenimplemented in a laboratory-
scaleModbus network. It incorporates Þve approaches that provide security
functionalit y at di!eren t levelsof the network infrastructure: messagemonitor-
ing, protocol-basedsolutions, tunneling services,middleware components and
cryptographic key management. The suite also provides security mechanisms
compatible with legacy systems,permitting the establishment of trusted and
securecommunication paths without the needto replaceexisting equipment.

The Þve approaches are presented in order of increasing complexity and
implementation e!ort.

4.1 Message Monitoring
The abilit y to interpret and Þlter SCADA protocol messagescan enhance

security while conforming with security standards. The designinvolvesmessage
parsersand a grammar that deÞnesÞltering rules and actions to be taken when
a SCADA messagematchesone or more rules in a detection proÞle.

Messagemonitoring, which can be implemented in inexpensive Þelddevices,
is intended to control tra"c directed at speciÞcnetwork components and seg-
ments. The monitoring functionalit y may alsobe incorporated within RTUs to
implement host-basedÞltering. However, it important to ensurethat message
monitoring doesnot impact systemperformance.

4.2 Proto col-Based Solutions
Security solutions for legacy SCADA systemsmust conform with protocol

speciÞcationsand standards. Protocol-basedsecurity solutions make this pos-
sible by employing standard protocol messageswith special codes in unused
function Þeldsas the enabling mechanism.

In our protot ypeimplementation, user-deÞnedfunction codesin Modbusand
specialdata objects in DNP3 areusedto conveysecurity-related messages.This
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is accomplishedby: (i) implementing security functionalit y via user-deÞned
codes (Modbus [16]) and data objects reserved for future expansion (DNP3
[20]), or (ii) using a subset of the functions currently implemented in Þeld
devices.

Regardlessof the protocol in use,the two options listed above are abstracted
into a security service module placed in the application layer (option (i)) or
in the user application layer (option (ii)). Protocol-basedsolutions allow the
implementation of sessionmanagement, integrit y and conÞdentialit y services.

Most industrial control protocolsrely on a request/reply mechanismfor com-
munication and plant operations. Protocol-basedmessagesextend this mode
of operation as the enabling mechanism for implementing challenge-response
exchangesand other security primitiv es. These security primitiv es serve as
building blocks for more sophisticated security services.

Integrit y and conÞdentialit y servicesmay be implemented using protocol
frames with special Þelds. These Þeldscontain signatures and, in the caseof
conÞdential information, plaintext headersfor decrypting data.

The impact on system performance must be consideredfor both alterna-
tiv es. For systemswhere the security module residesin the application layer,
incompatibilit y could occur at the messagelevel if vendorsdo not usethe same
semantics for user-deÞnedcodes. On the other hand, placing a security module
in the application layer only requiresÞeld devicesto be reprogrammed.

4.3 Tunneling Services
This solution employs simple communication tunnels as wrappers around

SCADA protocols to add security functionalit y in a transparent manner. Note
that this approach conforms with methodologiessuggestedin AGA-12 Part 2
[2] involving securetunnels with authentication and encryption servicesover
serial links.

Messageencapsulationis the primary mechanism for constructing protected
tunnels for communicating entities. These tunnels can provide a range of ser-
vices, including messageintegrit y and conÞdentialit y. Tunneling enablesthese
servicesto be inserted transparently asan independent layer in Þelddevicesor
within specializedembeddeddeviceso!ering servicestypically associated with
gateways.

4.4 Middlew are Comp onen ts
Middleware components provide sophisticated security servicesin hetero-

geneousenvironments. The use of middleware components, which are imple-
mented as protocol sub-layers, di!ers from the protocol-basedand tunneling
solutions in that it supports the integration of system components acrossdif-
ferent networks.

Our approach seeksto develop solutions similar to those provided by IPSec
in IP networks. These solutions are integrated at di!eren t levels within an
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existing SCADA network infrastructure to provide various security services,
including authentication, integrity and confidentiality.

The following areas are ideal for applying middleware components as they
require sophisticated services in part provided by protocol-based solutions:

Network access control for SCADA network perimeter defense

Protocol translation to facilitate device interoperation in heterogeneous
environments

Memory address space mapping to hide internal device memory structure

Transport and routing of SCADA network packets

Integration and use of existing information technology security solutions
in SCADA networks

Security, transport and routing for Layer 2 services

4.5 Cryptographic Key Managemen t
Several security services that involve cryptography require efficient key man-

agement solutions. Many of the SCADA security standards [1, 12] recognize
the importance of key management, but more research is necessary to develop
practical solutions.

Creating, distributing, storing and destroying keys without compromising
security are challenging tasks. To reduce the risk of key compromise, it is
necessary to change keys periodically and to revoke access privileges associated
with old keys, which are also difficult tasks.

Consider a fully-connected network of n nodes where a secret key is main-
tained for each link. As the number of nodes n grows in the fully-connected
network, the number of links (and secret keys) increases as n2. Solutions pro-
posed for addressing this problem include public key cryptography, certificate-
based trust chains and special cryptographic protocols that tie the complexity
to the number of nodes instead of the number of links. Fortunately, SCADA
networks are not fully connected and, in most cases, only the communications
between the control center and field devices must be secured (field devices
rarely, if ever, communicate with each other). Thus, SCADA network topolo-
gies require much smaller numbers of keys and, consequently, involve simpler
key management solutions.

We propose three key management solutions for SCADA networks:

Hash-Based Key Managemen t: This solution uses hashing opera-
tions for key generation, certification and verification. For example, key
generation is performed by hashing the master key specific to a device
with other information such as the device ID, timestamp or nonce. In
cases where confidentiality is not required, hash values provide integrity
guarantees with less processing requirements than other cryptographic
primitives.
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PKI-Based Key Management: This solution usesa standard PKI
that takes into account the unique features of SCADA systemsfor key
lifetimes, and certiÞcation revocation list (CRL) veriÞcationand distribu-
tion procedures.Someof thesemodiÞcationsinclude making certiÞcation
lifetimes match the physical maintenancecycles,performing CRL veriÞ-
cation sporadically when there is connectivity with the control center,
and using normal maintenanceoperations as opportunities to install new
private keysand root certiÞcates.

Symmetric Key Distribution: This solution provides servicessimilar
to PKI, except that symmetric key cryptography is used. The protot ype
implementation usesthe Davis-Swick protocol [9] that engagessymmetric
encryption and symmetric key certiÞcates.

Extending establishedSCADA protocols (e.g., Modbus) to support the se-
cure transmission and management of keysshould be consideredas a Þrst ap-
proach to minimize systemimpact. For example,user-deÞnedModbus function
codescould be usedto initiate a master secretkey exchangeprotocol to convey
cryptographic parametersand handle key expiration and revocation.

5. SCADA Network Forensics

Forensicsbecomesrelevant after a security incident is detected [15]. The
goal is to discover the cause of the incident. If the incident is an attack,
forensicanalysisalsoseeksto determinethe modusoperandi and identities of the
attackers,aswell aswhat went wrong sothat the computing systemor network
can be hardened to prevent future incidents. The following sectionsdescribe
a forensic architecture for SCADA network tra!c collection and analysis [14].
This architecture, which conforms with SCADA security standards, has been
implemented in a laboratory-scaleModbus network.

5.1 Role of Forensics

A network forensic system captures and stores network tra!c during en-
terprise operations, and provides data querying and analysis functionalit y to
support post-incident investigations, including incident reconstruction [18, 19].
However, a SCADA network forensicssystem can also enhanceindustrial op-
erations [14]. In the context of a SCADA network, the capture and analysis
of sensordata and control actions assistsin monitoring processbehavior and
examining trends for the purposeof optimizing plant performance.

Forensicsin large-scaleinformation technology (IT) networks is extremely
complicated and expensive [18, 19]. On the other hand, SCADA network foren-
sicscan be relatively simple. SCADA tra!c is routine and predictable, unlike
tra!c in IT networks, which transport user-generatedtra!c with complex
communication patterns. Tra!c uniformit y and low tra!c volumesin SCADA
networks make it possibleto log relevant process/control data associated with
every messageand to subsequently analyze the data in forensic investigations
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Figure 2. SCADA network with forensic capabilities.

and plant performanceevaluations. In fact, our architecture makesuse of the
regularity of tra!c in SCADA networks to minimize the volume of data col-
lected for forensic analysisand incident response.

5.2 Forensic Arc hitecture
Figure 2 presents a forensic architecture that supports the capture, storage

and analysis of SCADA network tra!c. The architecture employs Òforensic
agentsÓat strategic locations within a SCADA network to systematically cap-
ture state information and network tra!c [14]. Theseagents forward relevant
portions of network packets (ÒsynopsesÓ)to a central location for storageand
subsequent retrieval. A complete history of SCADA operations may be ob-
tained by the stateful analysis and reconstruction of network events from the
stored synopses.

The forensicarchitecture incorporatesmultiple agents and a data warehouse.
An agent captures SCADA tra!c in its local network segment and forwards a
synopsisof each packet [18, 19] to the data warehouse. The data warehouse
analyzes each packet synopsis and creates a data signature, which it stores
along with the synopsisin a storageareadesignatedfor the sendingagent. The
data warehousealso supports querieson the stored data. An isolated network
is usedfor all communications betweenagents and the data warehouse.

A SCADA network typically has several typesof agents. A Level 1 agent is
connecteddirectly to the management network. Level 2 agents are located on
the control networks. Level 3 agents are positioned downstream from SCADA
gateways.

Industrial operations often involve multiple interconnected SCADA net-
works, which makesit necessaryto log tra!c acrossdi"erent SCADA networks.
This is accomplishedby positioning Level 0 agents betweenSCADA networks
and employing a Level 0 data warehouses(not shown in Figure 2). To facili-
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Figure 3. Synopsis generation.

tate robust querying, a Level 0 data warehouse must be connected to the data
warehouses of the individual SCADA networks using an isolated network.

5.3 Forensic Agents

Forensic agents capture SCADA traffic and create synopses of network pack-
ets that contain information relevant to forensic analysis [18, 19]. An agent in-
corporates a network traffic buffer, synopsis machine, connection machine and
configuration machine (Figure 3).

The traffic buffer stores unprocessed network traffic. It employs a multi-
threaded implementation of the standard producer/consumer algorithm and a
bounded buffer.

The synopsis machine is the core of a forensic agent. It examines packets
in the traffic buffer and generates packet synopses according to its configu-
ration rules. Partial synopses are produced for each encapsulating protocol,
e.g., agents configured for the OSI model might produce Layer 3 (network) and
Layer 4 (transport) synopses. The partial synopses are combined with location
information and timestamps to produce synopsis objects that are forwarded to
the data warehouse.

The connection machine facilitates communication between agents and a
data warehouse. Secure communication is achieved by requiring architectural
components to register with an authentication engine. Access control lists
(ACLs) are used to implement mutual authentication.

The configuration machine provides mechanisms for regulating agent oper-
ation. External devices attempting to configure an agent must be registered
with the authentication engine and must use a common configuration interface.
Some security settings are similar to those employed in IT networks; others,
such as synopsis settings, are unique to this architecture.
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Proper configuration of an agent’s synopsis engine is important because of
its role in the architecture. Two methods may be employed: level-based config-
uration and manual configuration. The level-based method configures agents
according to their location, allowing agents to be configured with pre-defined
synopsis algorithms. Agents are configured as Level 0 (between SCADA net-
works), Level 1 (management network), Level 2 (control network) and Level
3 (behind a SCADA gateway). Pre-defined synopsis algorithms minimize the
size of synopses generated by outgoing requests and incoming replies to agents,
while increasing synopsis size as agent level decreases (i.e., Level 3 agents have
larger packets while Level 1 agents have smaller packets). Manual configuration
of agents may be performed to fine tune agent behavior and packet analysis.
Synopses contain timing information, but agent and data warehouse timing syn-
chronization is assumed to be handled using methods external to the forensic
architecture (e.g., network time protocol (NTP)).

Note that multiple SCADA protocols are often used in industrial environ-
ments. Moreover, in addition to standard protocols, e.g., Modbus and DNP3,
some environments implement variations of standard protocols or proprietary
protocols. The requirement to deal with diverse SCADA protocols has moti-
vated the design of modular agents with configurable synopsis engines.

5.4 Traffic Storage and Querying

Forensic agents submit their SCADA traffic synopses to a designated data
repository for storage. The design uses a relational database and query mech-
anisms to support forensic investigations. The traffic storage and querying
facility incorporates a connection machine, data buffer, analysis machine, stor-
age machine, query interface, query processor and agent configuration interface
(Figure 4).

The connection machine supports communications between data warehouses
and registered agents. Connections between a data warehouse and registered
agents are used to receive synopses and configure agents. Connections to other
data warehouses facilitate the processing of queries that span multiple SCADA
networks.

Synopses submitted by agents for storage are placed in the data buffer and
passed to the analysis machine using a producer/consumer algorithm. The
analysis machine creates signatures associated with synopses that are used for
event reconstruction and for analyzing and correlating SCADA traffic patterns.
Signatures reduce storage requirements while maintaining forensic capabilities.
For example, if a PLC communicates with certain field devices, only those de-
vice addresses must be stored and associated with the PLC. The corresponding
device-based signature is generated by correlating synopses from all the agents
that observe traffic associated with the PLC.

Pattern analysis capabilities may be developed for the forensic architecture.
For example, PLCs often execute repetitive control loops with well-defined
communication patterns. These patterns can be analyzed to produce network-
based signatures for forensic investigations and anomaly detection.
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Figure 4. Traffic storage and querying.

The storage machine uses hash tables and a relational database. Each regis-
tered agent has a set of hash tables, which are used to index repetitive signature
data associated with an agent. For example, partial synopses generated during
communications between two devices with largely static-address-oriented data
need not be stored more than once. Instead, a pointer to the entry is used as
the signature (stored in the database) for identifying the communication. The
number of tables associated with an agent depends on the types and quantity
of synopses generated by the agent.

The query interface supports incident reconstruction, system checking and
process trend analysis. The interface provides two SQL-based querying mech-
anisms. One uses a GUI and pre-defined options for routine analysis. The
other provides a console that gives analysts more freedom to specify queries.
Results are presented in reports augmented with graphical information about
the SCADA network, including its component systems, devices and agents.

The query processor fields queries received from a local query interface or
from another SCADA network via the connection machine. The processor
determines whether or not the resolution of the query involves information from
another SCADA network. If this is the case, a query is sent to the appropriate
data warehouse, which in turn dynamically generates and processes a query
whose response is returned to the sender.

6. Conclusions

The security strategies discussed in this paper are promising because they
balance assurance and performance while adhering to SCADA protocols and
standards. The security services solution can be systematically integrated into
process control networks as part of a risk management process without nega-
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tively impacting plant operations. The forensic solution supports investigations
of SCADA security incidents as well as process trend analysis and optimization.
Both solutions are flexible and scalable, and are capable of handling multiple
protocols and interconnected SCADA networks.
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