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Abstract—An authentication technique based on the domain
name system (DNS), called DNS-based authentication of named
entities (DANE), has been used to support the simple mail
transfer protocol. However, DANE has not been extensively used
for hypertext transfer protocol secure. This is possibly attributed
to the increase in latency caused by DNS security extensions,
which are essential for DANE. Unlike email services, web-service
access is negatively impacted by latency which considerably
affects the quality of experience for end users. This study
assessed the extent to which DANE affects webpage load time. To
investigate the load time, we developed DANEWebPerf, a tool—
comprising a web browser, DNS cache server, and proxy that
enables DANE use—to measure the webpage load time. Our
experiments showed that using DANE increased the average
webpage load time by at most 1190.9 ms. Therefore, DANE for
the web does not significantly impact the quality of experience
of end users.

Index Terms—Domain name system-based authentication of
named entities, Latency measurements, Webpage load time

I. INTRODUCTION

The public key infrastructure (PKI) [1] uses public-key
cryptography for encryption, decryption, and digital signa-
tures. One of the roles of a certificate authority (CA), which
is an entity of PKI, is to issue certificates. A trusted CA can
issue certificates for any domain. In contrast, a compromised
CA may issue a certificate to an attacker who is not the
domain owner. Cases of fraudulent certificate issuance have
been reported in the past [2], [3], undermining trust in the
conventional PKI.

To address PKI vulnerabilities, an authentication technique
that uses the domain name system (DNS), called DNS-based
authentication of named entities (DANE) [4], has been pro-
posed. It relies on DNS security extensions (DNSSEC) [5]–[7],
a mechanism used to authenticate the origin of DNS responses
and ensure their integrity. It issues and verifies certificates
by comparing TLSA (TLSA does not stand for anything)
records, including the certificate information registered in the
DNS, with certificates obtained from transport layer security
(TLS) servers. The trust anchor in DANE is the public key
of the DNS root zone; thus, DANE uses DNSSEC, whereas
the conventional PKI uses the CA public key as the trust
anchor. DANE issues and verifies CA-independent certificates,
improving the trustworthiness of PKI. DANE is primarily used
in the simple mail transfer protocol (SMTP) and the hypertext
transfer protocol secure (HTTPS) [8]. However, their deploy-
ment situations differ. As of February 2024, approximately
four million SMTP domains used DANE [9], and Microsoft
is currently deploying DANE on its mail servers [10]. By

contrast, its application in HTTPS is limited as most major
web browsers do not support it [11], [12]; therefore, third-
party tools [13], [14] are required to use DANE on these
browsers. Consequently, DANE-based web browsing has not
become widespread.

A reason for the minimal adoption of DANE for HTTPS
may be the increased latency caused by DNSSEC [15], [16].
This is because DNSSEC requires more name resolutions to
validate the public key. Unlike email services, web services
are considerably affected by latency, which negatively impacts
the quality of experience (QoE) of end users when accessing
websites. To address this problem, the request for comments
(RFC) 9102 [17], a TLS DNSSEC chain extension, enables
the DNSSEC validation of the TLSA records without requiring
name resolution by sending the required information directly
from the server to the client during the TLS handshake.
However, this RFC is experimental and there are no plans to
implement it in Firefox [18]. Although Aishwarya et al. [19]
investigated the performance of DANE on HTTPS based
on end-user bandwidth and central processing unit (CPU)
utilization, they did not evaluate the increase in latency due to
DANE.

To bridge this knowledge gap, this study investigated the
extent to which DANE affects web performance in terms of
load time, which is directly related to end-user QoE. The load
time represents the time between the start of page loading
and the execution of the onLoad event [20], which is a
document object model (DOM) event that is executed once
page loading is complete. We developed a tool to measure
webpage load time, called DANEWebPerf ; this tool comprises
a web browser, DNS cache server, and proxy that enables
DANE. We prepared four measurement scenarios, namely,
with or without DNS caching and with or without DANE,
and measured the webpage load time in each scenario at
two locations: Asia Pacific (Tokyo) and Europe (Frankfurt).
The results showed that using DANE with DNS caching
reduced the average webpage load time by 706.9 and 105.4
ms in Tokyo and Frankfurt, respectively, compared with its
use without DNS caching. Additionally, the average load time
with DANE increased by 1190.9 ms at most. Therefore, we
conclude that DANE does not have a considerable negative
impact on the QoE of end users.

The remainder of this paper is organized as follows.
Section II provides an overview of DNSSEC, DANE, and
TLSA records, and presents related work. Section III explains
the proposed method for measuring web performance using
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DANE, while Section IV presents the experimental results.
Finally, Section V concludes the paper by summarizing our
findings and presenting directions for future research.

II. BACKGROUND

A. DNSSEC

The DNSSEC [5]–[7] feature ensures that a DNS response
is created by the legitimate owner of a domain (origin au-
thentication) and the resource record is not altered or missing
in the DNS response (integrity assurance). After receiving
a resource record signature (RRSIG) record containing the
digital signature attached to the requested resource record, the
DNSSEC validator (e.g., recursive DNS resolver) retrieves the
DNS public key (DNSKEY) record (containing the public key)
and the delegation signer (DS) record (containing the hash
value of the public key) from the relevant authoritative DNS
servers. The validator verifies the public key for DNSSEC
validation based on the public key of the DNS root zone,
which is the trust anchor, and verifies the digital signature
in the RRSIG record.

Migault et al. [21] evaluated the performance impacts of
DNSSEC and demonstrated that DNSSEC validation causes an
increase in latency for processing DNS queries and responses
in the recursive DNS resolver. Subsequently, Huston et al. [22]
noted that additional DNS queries for DNSKEY and DS records
during DNSSEC validation increase latency. However, they
also noted that DNS caching can decrease the latency.

B. DANE/TLSA

03 0 30820307308201efa003020102020...

_443._tcp.www.example.com. IN TLSA 
TLSA record

Certificate
Usage

Selector
Matching
Type

Certificate
Association Data

Fig. 1. Structure of a TLSA record.

DANE [4] is a DNS-based authentication technique that
uses a TLSA record to associate a domain name with the infor-
mation used for server certificate validation. The TLSA record
must be protected using DNSSEC. The fully qualified domain
name (FQDN) used to retrieve the TLSA record is defined as
_(port number)._(protocol).(FQDN), where (port number),
(protocol), and (FQDN) denote the port number, protocol,
and FQDN of the server, respectively. Fig. 1 shows the
TLSA record for an HTTPS server running on Port 443 of
www.example.com. It comprises the following four fields:

• Certificate Usage
This field describes the server certificate validation
methods and is represented by an integer between
0 and 3. Each method may be expressed as fol-
lows: PKIX-TA(0), PKIX-EE(1), DANE-TA(2),
and DANE-EE(3) [23] (Fig. 2). In PKIX-TA(0), the
Certificate Association Data represent the
certificate information of the public CA that can be
used to verify the end entity (EE) certificate (i.e., the

server certificate). In PKIX-EE(1), the Certificate
Association Data indicate the information of the
EE certificate signed by the public CA. In DANE-TA(2),
the Certificate Association Data indicate the
information of the certificate of the private CA, which can
introduce a new trust anchor. Finally, in DANE-EE(3),
the Certificate Association Data include the
information of the EE certificate, and the domain owner
can issue a valid certificate for the domain.

• Selector
This field indicates the part of the server certificate to
be compared with the Certificate Association
Data. If the value is 0, the entire certificate is compared,
whereas only the public key is compared when the value
is 1.

• Matching Type
This field indicates the format of the Certificate
Association Data value, which is an integer be-
tween 0 and 2, where 0 denotes the original data, whereas
the values of 1 and 2 denote the SHA-256 and SHA-512
hash values, respectively.

• Certificate Association Data
This field stores the data to be compared with the
certificate provided by the server.

C. Related Work

Zhu et al. [8] investigated the adoption of TLSA records
for SMTP, HTTPS, and extensible messaging and presence
protocol (XMPP) in generic top-level domains (gTLDs), such
as com and net. Their dataset comprised com and net zone
files [24] (as of December 3, 2014) obtained from the Internet
Corporation for Assigned Names and Numbers. Among the
485k DNSSEC secured com and net zones investigated, they
found only 997 TLSA records. Additionally, they discovered
that the adoption rates of TLSA records were 50.7%, 39.5%,
and 9.8% for SMTP, HTTPS, and XMPP, respectively, indi-
cating that DANE was mainly used for SMTP and HTTPS.

Lee et al. [25] investigated the use of DANE for SMTP
and revealed that although DANE adoption has gradually
increased, its operation had some issues (e.g., 36% TLSA
records were invalid owing to DNSSEC validation failure,
whereas 14% server certificates did not match the TLSA
records). Additionally, Lee et al. [26] explored the causes
of DANE operation problems and identified DNSSEC de-
ployment failure and public key changes due to automatic
certificate issuance as the primary causes.

We investigated the performance impacts on clients using
DANE for web browsing by focusing on webpage load time,
which directly affects the QoE of end users. To the best of our
knowledge, such effects have not been investigated in previous
studies.

III. MEASUREMENT METHOD

A. Performance Metric

To investigate the impact of DANE on the web performance
for the client, we used webpage load time—which is directly

2024 20th International Conference on Network and Service Management (CNSM)



TLSA record

Public CAPKIX-TA(0)

TLSA record

Server certificate Intermidiate CA Public CAPKIX-EE(1)
Sign Sign

TLSA record Private CADANE-TA(2)

TLSA record Server certificateDANE-EE(3)

Server

Public CA
certificate Server certificate Intermidiate CA Public CAw/o DANE

Sign Sign

Public CA
certificate

Public CA
certificate

Validate
server certificate

Validate
server certificate

Constrain validation
to specific public CA

Validate
server certificate

Constrain validation
to specific server

certificate

Constrain validation
to specific private CA

Validate
server certificate

Validate
server certificate

Client

Server certificate Intermidiate CA
Sign Sign

Server certificate Intermidiate CA
Sign Sign

Constrain validation
to specific server

certificate

Fig. 2. Server certificate validation method with the DANE (inspired by Fig. 1 in Zhu et al. [8]).

related to QoE—as the performance metric. We obtained the
loading time from the HTTP archive (HAR) file [27], which is
a JSON-formatted archive file containing detailed information
regarding the webpage loaded by the web browser and can
be obtained from most major web browsers. The webpage
load time can be extracted from the onLoad event within the
pageTimings object in the HAR file. It represents the time (in
ms) between the start of page loading and the execution of
the onLoad event [20], a DOM event executed once the page
loading is complete.

B. DANEWebPerf

We developed a tool called DANEWebPerf 1 to measure the
webpage load time described in Section III-A. This tool can
measure the load time under four conditions: with or without
DNS caching and with or without DANE. DANEWebPerf com-
prises Firefox (web browser), Unbound (DNS cache server),
and Let’s DANE [14] (proxy that enables DANE use) (Fig. 3),
with each independent Docker container running on the same
Docker network. DANEWebPerf accesses the website associ-

1https://github.com/yagikota/danewebperf

Let's DANE

Firefox

Unbound

Web server
Root

DNS server

Authoritative
DNS server

Authoritative
DNS server

DANEWebPerf

Host machine

w/o DANE
w/ DANE

Fig. 3. Overview of DANEWebPerf.

ated with the FQDN to be measured in the headless mode
where the browser window is not displayed.

It contains three Docker containers, which are described as
follows.

• Firefox
We used the Docker image employed by Houn-
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sel et al. [28]. Within the container, Firefox 67.0.1 was
run in the headless mode and controlled via Selenium
3.141.0. The container allows setting a timeout value for
the webpage load time, which was set to 30 s in this
study. When DANE is not used, the internet protocol (IP)
address of the DNS cache server container is passed to
the Firefox container at startup. When DANE is used,
the IP address of the Let’s DANE container is passed
to the Firefox container at startup, which reads the self-
signed certificate generated by Let’s DANE as the root
certificate. The reason is described below.

• Unbound
We used the existing Docker image [29] as the DNS
cache server. The container employed Unbound 1.19.1
with DNSSEC validation. The caching function could
be controlled by the environment variables provided. To
enable the caching function, in this study, the minimum
time-to-live (TTL) for the positive cache, maximum TTL
for the positive cache, and maximum TTL for the negative
cache were set to 86400, 86400, and 3600 s, respectively.
These values were sufficiently large to generate cache
hits because a maximum of 30 s was required to obtain
the webpage load time for a single website owing to
the timeout setting. To disable the caching function, the
three values were set to 0 s to ensure that no cache hits
occurred.

• Let’s DANE
Let’s DANE is a lightweight proxy that enables the use of
DANE in applications such as web browsers. At the time
this paper was written, only the server certificate verifica-
tion method of DANE-EE(3) was available. Let’s DANE
queries the DNS for TLSA records and verifies server
certificates using DANE on behalf of the web browser.
If the verification is successful, Let’s DANE generates
a new server certificate. Firefox imports the self-signed
certificate issued by Let’s DANE as a root certificate;
thus, Firefox can use the new server certificate received
from Let’s DANE to access the website. Additionally,
Firefox uses the normal root certificate to access websites
whose domains do not support DANE.

C. Measurement Scenarios

We considered the following four measurement scenarios:
• (w/o DNS cache, w/o DANE)

In this scenario, the DNS cache is disabled and DANE is
not used. This is based on the assumption that the user
accesses infrequently accessed websites via conventional
web browsing. The Firefox container sends a DNS query
to the Unbound container to access the desired website.

• (w/o DNS cache, w/ DANE)
In this scenario, DANE is used but the DNS cache is
disabled. This is based on the assumption that the user
accesses infrequently accessed websites when browsing
with DANE. The Firefox container uses the Let’s DANE
container as a proxy and sends a DNS query to the
Unbound container to access the desired website.

• (w/ DNS cache, w/o DANE)
In this scenario, the DNS cache is enabled and DANE
is not used. A case is assumed wherein a frequently
accessed website is accessed using conventional web
browsing. The Firefox container makes a DNS query
to the Unbound container to store the DNS cache and
access the desired website. Subsequently, another Firefox
container is launched in the same Docker network and
sends a DNS query to the Unbound container to access
the same website. Thus, the Firefox container can use the
DNS cache, and the webpage load time with the container
is obtained.

• (w/ DNS cache, w/ DANE)
In this scenario, both DANE and the DNS cache are
enabled. This is assumed to be a case wherein frequently
accessed websites are accessed by web browsing with
DANE. The Firefox container uses the Let’s DANE
container as a proxy to send DNS queries to the Unbound
container to access the desired website and store the
DNS cache. Subsequently, another Firefox container and
a Let’s DANE container are launched in the same Docker
network, and a DNS query is sent to the Unbound
container to access the same website. Thus, the Firefox
container can use the DNS cache, and the webpage load
time with the container is obtained.

Notably, (w/o DNS cache, w/o DANE), (w/o DNS cache, w/
DANE), (w/ DNS cache, w/o DANE), and (w/ DNS cache, w/
DANE) are used to represent the four scenarios in Section IV.

IV. EXPERIMENTS

A. Hardware Setup and Locations

We ran DANEWebPerf on Amazon EC2 instances to mea-
sure the webpage load time. Regarding the hardware setup
for the instances, we configured the Amazon Machine Image,
model, number of virtual CPUs, memory size, network band-
width, and elastic block store (EBS)2 bandwidth to Debian12,
c5.4xlarge, 16, 32 GiB, up to 10 Gbps, and 4750 Mbps,
respectively.

Additionally, DANEWebPerf was deployed in Asia Pacific
(Tokyo) and Europe (Frankfurt).

B. Dataset

The dataset for this study was required to contain FQDNs
for which DANE is valid. Therefore, we obtained a list of
FQDNs from the Hall of Fame [30] that satisfied all web
security metrics [31] from Internet.nl [32], a security testing
tool for web and mail services. One of the metrics involved
verified the validity of DNSSEC, which is a prerequisite for
enabling the DANE (see Section II-B). As of March 28, 2024,
the FQDN list included 36321 FQDNs. We then extracted
the TLSA records for HTTPS from the list using ZDNS [33].
The number of FQDNs registering TLSA records for HTTPS
was 5130, and the number of TLSA records was 7482. Fig. 4
shows the classification of the obtained TLSA records. Among

2EBS is a block storage service attached to an Amazon EC2 instance.
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the 7482 TLSA records, 4680 were for DANE-EE(3); this
resulted in 4022 FQDNs. As indicated in Section III-B, Let’s
DANE supports only DANE-EE(3); therefore, this list of
4022 FQDNs is the dataset used in Section IV-C. Fig. 5 shows
the number of FQDNs for the top 10 TLDs in the dataset.
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Fig. 5. Number of FQDNs for the top 10 TLDs in our dataset.

C. Evaluations

We launched 10 Amazon EC2 instances each in Tokyo and
Frankfurt on April 21, 2024, and ran DANEWebPerf based
on the four measurement scenarios and dataset generated in
Section IV-B. Because we confirmed an execution error of
DANEWebPerf in the 6th instance in Frankfurt, we removed
the data obtained in the 6th instance in Tokyo, and finally
performed evaluations on the basis of the data obtained from
nine instances at each location. Loading a webpage involves
generating HTTP requests and obtaining the HTTP responses.
The first HTTP request was generated using the dataset
generated in Section IV-B. Even if the FQDN of the first
HTTP request supports DANE, there is no guarantee that those
of future HTTP requests generated by the HTTP responses
support it. Fig. 6 shows the classification of webpage load
statuses. In the legend, “Success w/o DANE” indicates that the
page was successfully loaded without using DANE; “Success
w/ DANE” implies that the page was successfully loaded using
DANE; and “Success w/o DANE and w/ DANE” suggests that
the page was successfully loaded, but there was a mixture of
FQDNs that supported DANE and those that did not. Finally,
“Failure” indicates that the page failed to load (i.e., the HAR
file was not generated). Fig. 6 shows different percentages
based on location because we set a timeout value of 30 s

for webpage load time, as described in Section III-B. Sec-
tion IV-C1 focuses on the Success w/o DANE and Success w/
DANE data and presents the experimental results for FQDNs
that successfully loaded the page in all four measurement
scenarios across nine instances in each location. While the
experiments were conducted across nine instances in both
Tokyo and Frankfurt, some FQDNs were excluded from the
evaluations if the FQDNs did not complete all scenarios.
Section IV-C2 presents the evaluations, except for the cases of
webpage load failures (i.e., the evaluations are for the Success
w/o DANE, Success w/ DANE, and Success w/o DANE and
w/ DANE data). The purpose of Section IV-C1 is to evaluate
webpage load time using a dataset of websites that fully im-
plement DANE. In contrast, Section IV-C2 evaluates the load
time for all successfully loaded pages. Thus, Section IV-C1
represents a scenario where DANE is fully implemented, while
Section IV-C2 reflects the current state of the web with DANE.
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Fig. 6. Classification of the webpage load statuses.

1) Evaluations with Success w/o DANE and Success w/
DANE Data: Fig. 7 shows the cumulative distribution func-
tions (CDFs) of the webpage load time at the two locations,
and Table I presents the statistics of the webpage load time.
When the DNS cache was used and DANE was enabled, the
average webpage load time was reduced by 706.9 and 105.4
ms in Tokyo and Frankfurt, respectively, compared with the
case where the DNS cache was not used and DANE was
enabled. This is because the DNS cache eliminates the latency
caused by DNSSEC validation. Additionally, the average web-
page load time with DANE increased by 1190.9 ms at most.
Although Let’s DANE incurs the overhead of creating a new
server certificate upon successful server certificate validation
by DANE, as described in Section III-B, we believe that there
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Fig. 7. Plots of CDFs of webpage load time.

TABLE I
STATISTICS OF THE WEBPAGE LOAD TIME.

Measurement scenario
Tokyo Frankfurt

Average 90th percentile 95th percentile 99th percentile Average 90th percentile 95th percentile 99th percentile

(w/o DNS cache, w/o DANE) 4121.6 ms 6869.2 ms 8238.2 ms 12655.2 ms 1114.5 ms 2309.0 ms 3598.4 ms 7096.3 ms
(w/o DNS cache, w/ DANE) 4472.8 ms 8000.2 ms 9333.5 ms 12805.2 ms 952.2 ms 2071.9 ms 3232.0 ms 5902.0 ms
(w/ DNS cache, w/o DANE) 2575.0 ms 4546.0 ms 5444.1 ms 8984.7 ms 758.0 ms 1614.0 ms 2256.4 ms 3978.3 ms
(w/ DNS cache, w/ DANE) 3765.9 ms 6610.2 ms 7758.6 ms 10524.6 ms 846.8 ms 1914.9 ms 2901.2 ms 4890.0 ms

is no significant impact on the QoE of end users even during
web browsing with DANE using such plug-ins. Web browsers
that natively support TLS DNSSEC chain extension [17] could
achieve a shorter webpage load time.
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Fig. 8. Number of IP addresses of the authoritative DNS and web servers in
(w/o DNS cache, w/o DANE) and (w/o DNS cache, w/ DANE) and their IP
locations.

Fig. 7 and Table I indicate that the webpage load time tends
to be shorter in Frankfurt than in Tokyo. We used IP location
API [34] to investigate whether the geographical location of
the authoritative DNS and web servers affects the webpage
load time. We collected the IP addresses of the authoritative
DNS and web servers observed in the (w/o DNS cache, w/o
DANE) and (w/o DNS cache, w/ DANE) cases by extracting
the DNS responses from the authoritative DNS servers of all
FQDNs saved in the HAR files. Fig. 8 shows the number
of IP addresses of the authoritative DNS and web servers
observed in the (w/o DNS cache, w/o DANE) and (w/o DNS
cache, w/ DANE) cases along with their IP locations. In the
figure, Auth and Web represent the authoritative DNS and web
servers, respectively, and are divided into cases wherein DANE
is used and not used. The legend represents each region and
N/A indicates IP addresses such as those where no region was
assigned. Fig. 8 illustrates that the authoritative DNS and web
servers were mostly located in Europe; therefore, the webpage
load time tended to be shorter in Frankfurt than in Tokyo.
This is relevant to our dataset obtained from Internet.nl [32],
wherein most FQDNs include TLDs of nl (see Fig. 5).

Fig. 9 shows the number of HTTP requests per webpage
load. The median for all measurement scenarios at each
location was 22 or 23. Additionally, the outliers result in a
longer webpage load time in Fig. 7 and Table I. These outliers
originate from www.bb-schipborg.nl. When measuring
the load time for this site, there were cases wherein the
JavaScript scripts included in the HTML were executed and
cases wherein they were not. When the scripts were executed,
the number of HTTP requests increased, resulting in a longer
load time. Conversely, when the scripts were not executed, the
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Fig. 9. Number of HTTP requests per webpage load.

load time was shorter.
2) Evaluations with Success w/o DANE, Success w/ DANE,

and Success w/o DANE and w/ DANE Data: Figs. 10, 11,
and 12 and Table II present the measured results (excluding the
cases of webpage load failures). The characteristics of the web-
page load time are similar to those obtained in Section IV-C1.
The IP locations of the authoritative DNS and web servers
shown in Fig. 11 differ from those shown in Fig. 8, indicating
that the IP locations of FQDNs for the webpages that do not
use DANE are in Asia and North America.

Fig. 13 illustrates the relationship between the number of
HTTP requests per webpage load and that using DANE per
webpage load in the (w/ DNS cache, w/ DANE) and (w/o DNS
cache, w/ DANE) cases, excluding the cases of webpage load
failures. Section IV-C1 shows the results obtained when these
two numbers are the same (i.e., Success w/ DANE in Fig. 6).
Fig. 13 shows that 70.2 and 70.8% of webpages were loaded
by more than 80% of DANE-enabled HTTP requests; however,
2.7 and 2.8% of webpages were loaded using DANE only for
the first HTTP request in Tokyo and Frankfurt, respectively.

D. Limitations

This study had three limitations. First, we focused only on
the server certificate verification method of DANE-EE(3),
as described in Section III-B. However, different webpage
load times may be obtained when using DANE-TA(2). Com-
pared with DANE-EE(3), DANE-TA(2) may experience
additional latency due to the involvement of intermediate CAs,
as shown in Fig. 2.

Second, our dataset included many FQDNs with TLDs
of nl; therefore, the dataset was skewed. Additionally, we

considered using the Chrome User Experience Report [35],
a dataset that includes the top one million URLs that re-
flect how Chrome users access popular pages on the web
(https://github.com/zakird/crux-top-lists/blob/main/data/
global/202401.csv.gz) to collect TLSA records for HTTPS.
However, as of February 26 and 27, 2024, we could extract
only 163 TLSA records for HTTPS from the dataset, and it
contained only 104 TLSA records for DANE-EE(3).

Third, we did not consider the breakdown of the webpage
load time. The webpage load time comprises several factors,
such as resource record fetching, DNSSEC validation, server
certificate verification by DANE, and HTTPS fetching. The
analysis of this breakdown will allow the identification of the
bottlenecks in various aspects of the webpage load time and
clarify the factors responsible for the weak negative impact of
DANE for the web on the QoE of end users.

These limitations should be addressed in future research.

V. CONCLUSION

Although DANE improves the trustworthiness of PKI by
issuing and verifying CA-independent certificates, the problem
of latency increment caused by DNSSEC limits the adoption
of DANE for HTTPS. Latency is a major problem for web ser-
vices because it has a significant negative impact on the QoE
of end users during website access. This study investigated the
impact of DANE on web performance using DANEWebPerf,
a tool that measures webpage load time. The increase in the
average webpage load time with DANE was at most 1190.9
ms. Therefore, we conclude that DANE for the web does not
have a considerable negative impact on the QoE of end users.

Future research should focus on measuring the webpage
load time using several server certificate verification methods
with DANE, and employ various datasets for measurements
and analysis of the breakdown of webpage load times. It will
also be interesting to measure webpage load times using web
browsers that support the TLS DNSSEC chain extension once
the function becomes extensively supported.
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