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‡College of Engineering and Computer Science & Center for Environmental Intelligence,

VinUniversity, Vinhomes Ocean Park, Hanoi 100000, Vietnam
§Corresponding author. E-mail: trung.luuquang@hust.edu.vn

Abstract—Network slicing has appeared a key feature in 5G
and beyond communication networks that enables the creation
of multiple virtual networks (i.e., slices) over a shared physical
network infrastructure. This process involves efficiently embed-
ding (or mapping) each slice element, including virtual network
functions (VNFs) and their interconnections, onto the physical
network. This paper explores a scenario where the order of
VNFs can be adjusted during slice embedding, offering greater
flexibility to increase the number of services deployed on the
infrastructure. We formulate a novel optimization framework to
tackle the challenges of slice admission control and embedding
with this flexibility. A heuristic is also introduced to derive
embedding solutions in a timely manner. Simulation results
demonstrate that allowing flexible VNF ordering significantly
increases the number of slices that can be deployed in the network
infrastructure.

Index Terms—Network slicing, admission control, slice embed-
ding, resource allocation, 5G and beyond, flexible order, open
radio access network, integer linear programming.

I. INTRODUCTION

Network slicing is a transformative technology in 5G and

beyond communication systems that allows the creation of

multiple virtual networks on a shared physical infrastructure

[1]. Each virtual network (called slice) is tailored to meet

the specific needs and requirements of different applications

and services, ranging from high-bandwidth video streaming

to low-latency industrial control systems. This customization

is achieved by allocating dedicated network resources and

configuring them to provide the necessary performance char-

acteristics, such as bandwidth, latency, and reliability [2].

One of the critical challenges in the realm of network

slicing is the problem of network slice embedding (NSE) (also

referred to as service function chain embedding or virtual

network embedding). This involves the task of mapping virtual

network functions (VNFs) and their interconnections (called

virtual links) onto the physical network infrastructure in an

optimized manner. The process of embedding these VNFs onto

the physical network requires careful consideration of vari-

ous factors, including resource availability, network topology,

and service level agreements (SLAs). An optimal embedding

ensures that the network resources are utilized efficiently,

the performance requirements of each slice are met, and

the operational costs are minimized. Nevertheless, achieving

this optimal embedding is a complex and computationally

challenging problem, especially in large-scale and dynamic

network environments [1], [2].

Most prior works on slicing considered slices with fixed

structures, i.e., its VNFs are chained with fixed position in

advance [3], [4], [5], [6], [7], [8]. Nevertheless, in practi-

cal, several variants of slice structures may be considered

to implement the same service. These variants may imply

different orders of some VNFs, or even different types of

VNFs forming the slices [9], [10]. For instance, there is no

strict order between a proxy server and a WAN optimizer. [9].

Consequently, these VNFs can flexibly be placed to compose

the slice. On the other hand, some VNFs might have to be fixed

in specific positions, e.g., the virtual distributed unit (DU) and

the virtual central unit (CU) have to be placed right after a

radio unit (RU) in a typical open radio access network (Open

RAN) [11]. Additionally, different resource requirements and

quality of service may be associated to each of these variants.

The possibility to choose among several variants of slices

to implement a service provides additional flexibility to the

virtual network operator (VNO) during slice embedding.

A few works address the flexibility of VNF order and the

composition of network slices can be found in the literature.

For instance, the work in [9] proposed an integer linear pro-

gramming (ILP) approach to optimally solve the problem of

service function chain composition by characterizing service

requests in terms of VNFs and determining the optimal chain.

In [12], a YANG data model was proposed to support the

flexibility in ordering VNFs within a network service, i.e., the

order of some VNFs can be swapped without affecting the

overall functionality of the slice. In the proposed system, the

network orchestration system can select the ideal combination

of service components to achieve the most effective service

placement within the network. Nevertheless, this work did not

provide an optimization framework to address the problem of

network slice embedding with flexible VNF order.

Contributions. This paper aims at formalizing the slice em-

bedding problem when flexibility in the order of some VNFs

in the slices is allowed. Compared to classical network slice

embedding, in the proposed approach, the structure of the
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slice has to be jointly optimized with the embedding. As a

result, a nonlinear integer programming problem is obtained.

To tackle this problem, we propose some linearization tech-

niques to obtain an ILP. In this paper, we show that allowing

flexibility in selecting the VNF order leads to an increase of

the slice acceptance rate, i.e., more slices can be deployed on

a constrained physical network.

The remainder of this paper is organized as follows. Sec. II

introduces the flexible slice embedding problem. A heuristic

approach is introduced in Sec. III, followed by the simulation

results in Sec. IV. Finally, Sec. V concludes this work and

gives some perspectives.

II. PROBLEM STATEMENT

In this section, we formalize the problem of admission control

and embedding of slices that allow flexibility in the order of

their VNFs. Upon receiving the request for deploying a given

slice, the VNO can then choose the order of VNFs to form the

slice that provides the best embedding solution, e.g., in terms

of deployment cost.

A. Network Model

The physical network infrastructure is represented as a

weighted directed graph G = (N ,L), where N is the set of

physical nodes and L is the set of all available links within

G. Each physical node i ∈ N is characterized by its available

resource capacity Ai (e.g., computing, storage, or processing).

Similarity, each physical link ij ∈ L has an available resource

capacity Aij (e.g., bandwidth).

B. Slice Model

For each slice s ∈ S , let Ns be the set of virtual nodes

(representing the VNFs). Each virtual node v ∈ Ns requires an

amount Rv of physical resources. The set Ps = {(v, w), v ∈
Ns, w ∈ Ns : w �= v} represents all possible combinations of

VNF pairs which may be connected by a virtual link.

To simplify presentation, we consider slices represented

by linear chains, without loops or branches. We assume,

moreover, that some virtual nodes v ∈ Ns have a fixed

position, while others may be placed flexibly in the slice.

In what follows, a slice configuration represents a possible

organization of the VNFs within that slice.

Fig. 1 illustrates a slice with flexible VNF order, adapted

from the example slice in [13]. This slice is dedicated to video

streaming service at downlink and has five VNFs, including

an intrusion detection and prevention system (IDPS), a video

optimization controller (VOC), a traffic monitoring (TM), a

gateway (GW), and a DU. The IDPS, GW, and DU functions

are placed at fixed positions 1, 2, and 5, respectively. The

other VNFs, VOC and TM, can be flexibly placed at positions

3 or 4, leading to two possible slice configurations, (IDPS →
VOC → TM → GW → DU) and (IDPS → TM → VOC →
GW → DU).

In general, different slice configurations may lead to differ-

ent resource requirements of the VNFs and of the virtual links

between VNFs. For the sake of simplicity, we consider that

all possible slice configurations share the same VNF resource

IDPS

Position 51 2 3 4

VOC TM GW DU

IDPS VOCTM GW DU

Fig. 1. An example of slice with flexible VNF order. The functions TM and
VOC can be swapped to the other, creating two possible slice configurations.

requirements. They only differ by the resource requirements

of the virtual links.

C. Variables
Upon receiving the request for slice s, the VNO has to

determine the slice combination to use so as to provide the

requested service. One introduces the set of binary variables

y = {yvw,s}s∈S,vw∈Ps
, where yvw,s to indicate whether a

link combination vw is chosen to form slice s, i.e., yvw,s = 1
if virtual link vw is chosen, and yvw,s = 0, otherwise. The

set of all virtual links1 used in an slice configuration can

be represented by Ls = {vw ∈ Ps : yvw,s = 1}. One

also introduces the variable set θ = {θv,sp }s∈S,v∈Ns,p∈[1,|Ns|],
where θv,sp represents the position of each VNF in slice s,

θv,sp = 1 if v is placed at the pth position of slice s, and

θv,sp = 0, otherwise. The position of VNF v in slice s is then

pv,s =
∑|Ns|

p=1 pθ
v,s
p , ∀v ∈ Ns.

Now, two sets of variables are introduced to formalize

the slice embedding problem, namely π = {πs}s∈S and

x = {xv,s
i , xvw,s

ij }(i,ij)∈G,(v,vw)∈Gs,s∈S . Here, the variable

πs ∈ {0, 1} indicates whether a slice is accepted (πs = 1)

or rejected (πs = 0). The node mapping indicator variables

xv,s
i ∈ {0, 1} indicates whether VNF v of slice s is mapped

onto the physical node i ∈ N (xv,s
i = 1) or not (xv,s

i = 0).

Similarly for the link mapping indicator xvw,s
ij ∈ {0, 1}

between virtual link vw of slice s and physical link ij.

D. Constraints
Node capacity. The total requested resources in a physical node

must never exceed its available resources
∑

s∈S

∑

v∈Ns

xv,s
i Rv ≤ Ai, ∀i ∈ N . (1)

Link capacity. The total requested resources in a physical link

should never exceed its available resources,
∑

s∈S

∑

v,w∈Ns

xvw,s
ij yvw,sRvw ≤ Aij , ∀ij ∈ L. (2)

The quadratic term xvw,s
ij yvw,s makes (2) nonlinear. To over-

come this issue, consider the additional variable zvw,s
ij ∈ {0, 1}

and the following constraints to linearize (2),
∑

s∈S

∑

v,w∈Ns

zvw,s
ij Rvw ≤ Aij , (3a)

1It is worth noting that, Ls is not known in advance. This set is only
determined after a successful mapping of slice s onto the physical network.
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zvw,s
ij ≤ xvw,s

ij and zvw,s
ij ≤ yvw,s, (3b)

zvw,s
ij ≥ xvw,s

ij + yvw,s − 1, (3c)

∀ij ∈ E , s ∈ S, (v, w) ∈ Ps. (3d)

Mapped only once. As in [3], [14], we consider the following

constraint to enforce that each physical node can host at most

one VNF of a given slice. This is to ensure that, in case of

node failure, only a single VNF has to be relocated.
∑

v∈Ns

xv,s
i ≤ πs ∀i ∈ N , s ∈ S. (4)

Accepted slices are served. This constraint guarantees that,

once slice s is accepted (i.e., πs = 1), all of its VNFs should

be mapped onto the physical network,
∑

i∈N
xv,s
i = πs ∀v ∈ Ns, s ∈ S (5)

Flow conservation. This constraint enforces that, once a virtual

link vw belong to the chosen configuration for slice s, i.e.,
yvw,s = 1, the mapping of vw onto one or several physical

links should preserve the traffic between VNFs v and w,
∑

j∈N
xvw,s
ij −

∑

j∈N
xvw,s
ji = xv,s

i − xw,s
i ,

∀i ∈ N , s ∈ S, (v, w) ∈ Ps : y
vw,s = 1. (6)

Constraint (6) has only to be active when yvw,s = 1. To

address this issue, the big-M method is considered as follows
∑

j∈N
xvw,s
ij −

∑

j∈N
xvw,s
ji − xv,s

i + xw,s
i ≤ M (1− yvw,s) ,

∑

j∈N
xvw,s
ij −

∑

j∈N
xvw,s
ji − xv,s

i + xw,s
i ≥ −M (1− yvw,s) ,

∀i ∈ N , s ∈ S, (v, w) ∈ Ps. (7)

Formation of virtual links. As only linear configurations are

considered, once a given VNF pair (v, w) is chosen to form the

virtual link vw, the following constraints have to be satisfied
∑

(v,w)∈Ps

yvw,s ≤ πs, ∀s ∈ S, v ∈ Ns, (8a)

∑

(v,w)∈Ps

yvw,s ≤ πs, ∀s ∈ S, w ∈ Ns, (8b)

∑

(v,w)∈P′
s

yvw,s ≤ πs (|N ′
s| − 1) , ∀N ′

s ⊆ Ns. (8c)

Position constraint. Once a virtual link vw is formed, i.e.,
yvw,s = 1, the position of v and w has to satisfy pw,s−pv,s =
1. One has thus

pw,s − pv,s = 1, ∀s ∈ S, (v, w) ∈ Ps : y
vw,s = 1. (9)

Similar to (6), (9) is nonlinear due to the condition yvw,s = 1.

We reuse the big-M method to linearize (9) as

1−M (1− yvw,s) ≤ pw,s − pv,s ≤ 1 +M (1− yvw,s) ,

∀s ∈ S, (v, w) ∈ Ps. (10)

Remove redundant xvw,s
ij . To ensure that, if yvw,s = 0, i.e., no

virtual link is formed between VNFs v and w, the following

constraint is introduced
∑

ij∈L
xvw,s
ij = 0, ∀s ∈ S, (v, w) ∈ Ps : y

vw,s = 0. (11)

Again, as in (6) and (9), the big-M method is used to linearize

(11) as follows,
∑

ij∈L
xvw,s
ij ≤ Myvw,s, ∀s ∈ S, (v, w) ∈ Ps, (12a)

∑

ij∈L
xvw,s
ij ≥ −Myvw,s, ∀s ∈ S, (v, w) ∈ Ps. (12b)

Only one position. The following constraints guarantee that,

once a given slice s is admitted, each VNF v of slice s should

occupy only one position p in the chain (13a) and each position

p is occupied by only one VNF (13b),

|Ns|∑

p=1

θv,sp = πs, ∀s ∈ S, v ∈ Ns, (13a)

∑

v∈Ns

θv,sp = πs, ∀s ∈ S, p ∈ [1, |Ns|] . (13b)

Fixed order and position constraints. In practice, some VNFs

may have a fixed position in the slice, e.g., in RAN slicing,

the virtual distributed unit (vDU) should be placed at the

beginning (for the uplink) or the end (for the downlink) of

the slice [11]. Similarly, the order of some VNFs may have

to follow some strict rules, e.g., in a video streaming slice,

the virtual firewall is placed before the virtual traffic monitor

[15]. This constrains the positions of some VNFs, and also

of some virtual links. Having this, we denote by PF
s ⊂ Ps

the set of VNF pairs that have been fixed to form virtual

links and by N F
s ⊂ Ns the set of VNFs whose positions are

fixed in the slice, i.e., PF
s = {(v, w) ∈ Ps : yvw,s = 1} and

N F
s = {v ∈ Ns : θ

v,s
p = 1}. One has thus

yvw,s = 1, ∀s ∈ S, (v, w) ∈ PF
s , (14a)

θv,sp = πs, ∀s ∈ S, v ∈ N F
s . (14b)

Finally, the problem of admission control and embedding of

slices with flexible ordered VNFs (denoted as SE-FlexOrder),

which aims to maximize the number of accepted slices and

minimizing the number of used physical links is described as

max
π,x

γN(π)− (1− γ)
∑

s∈S
Hs (SE-FlexOrder)

s.t. (1), (3), (4), (5), (7), (8), (10), (12), (13), (14),

where N(π) =
∑

s∈S πs is the number of accepted slices

and Hs =
∑

vw∈Ls

∑
ij∈L xvw,s

ij represents the number of

physical links used by slice s and γ ∈ [0, 1] is a tuning

parameter to balance the value between the first and the second

term of the objective function of Problem (SE-FlexOrder).
When the VNF order flexibility is allowed, there exists

a polynomial time reduction of the problem of embedding

network slices with fixed VNF order [3], [5] (denoted as SE-

Fixed) to Problem (SE-FlexOrder). Since Problem (SE-Fixed)

is NP-hard, Problem (SE-FlexOrder) is also NP-hard.
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III. HEURISTIC APPROACH

To demonstrate the benefit of allowing VNF ordering flexibil-

ity when using ILP-SE, we also deploy a simple heuristic,

namely MRN-SE (Most Resource Neighbor Slice Embedding),

which provides low complexity and improved scability and

near-optimal solutions in a timely manner. Briefly, MRN-SE
tries to map each possible configuration of each slice onto the

physical network using a greedy approach, i.e., selecting the

physical node providing the most resource; and the Dijkstra’s

algorithm to find physical links to map the virtual links

between the already mapped VNFs. Then, MRN-SE selects

the configuration that provides the best objective value to

Problem (SE-FlexOrder). If multiple configurations provide

the same best objective value, a random one is chosen.

IV. PERFORMANCE EVALUATION

A. Simulation setup

Physical network. The physical network is generated from a

fat-tree topology, as in [3], [4]. This topology consists of four

layers: Core, Aggregation, Edge, and Host. A binary fat-tree

has 2 core nodes, 4 aggregation nodes, 4 edge nodes, and 8
host nodes. Each physical node provides compute power as

the number of available vCPUs and storage space. Details of

the network setup are shown in Fig. 2.

CORE
(32 vCPUs, 120 GB)

AGGREGATION
(16 vCPUs, 32 GB)

EDGE
(4 vCPUs, 4 GB)

HOST
(2 vCPU, 2 GB)

Fig. 2. The physical network used for simulation. Each node provides a fixed
amount of compute and storage resources, measured in the number of vCPUs
and GBs respectively. Links have a fixed amount of available bandwidth,
measured in Mbps.

Slices. We reconsider the example slice shown in Fig. 1

with two possible configurations. Each slice is designed to

provide a high-definition video streaming service to multiple

end-devices. Resource requirements of each configuration are

adopted from [13] and detailed in Fig. 3.

Simulation scenarios. We consider two scenarios with different

number of slices: |S| = 15 and |S| = 20 slices. To inves-

tigate the benefit of VNF ordering flexibility, we compare

the performance of ILP-SE and MRN-SE in three different

settings: (i) when only the first slice configuration in Figure 3

is chosen (“k1-only”); (ii) when only the second configuration

is chosen (“k2-only”); and (iii) when a flexibility of choosing

between two configurations is allowed for the slice embedding

(“flexible”).
In addition, the tuning parameter γ in the objective function

of Problem (SE-FlexOrder) is set to 0.999, since the value of

Hs (number of used physical links) is typically much larger

than that of N(π) (number of accepted slices).

IDPS VOC TM GW

10 10 6
DU

6

(1.5, 1.5) (1.5, 14.1) (1.5, 0.75) (1.5, 3.75) (1.5, 0.45)
(a) Configuration 1 (k1).

(1.5, 1.5) (1.5, 14.1)(1.5, 0.75) (1.5, 3.75) (1.5, 0.45)
IDPS VOCTM GW

6 10 10
DU

6

(b) Configuration 2 (k2).

Fig. 3. The two network slice configurations used for simulation. Each node
requires an amount of compute and storage resources (measured in terms of
number of vCPUs and GBs, respectively). Virtual links between VNFs require
a certain amount of bandwidth (measured in Gbps).

Software and hardware. All simulations are performed on a PC

with Intel i5-3320M CPU and 16 GB of RAM. Both ILP-SE
and MRN-SE are written using Python 3.10.14. ILP-SE uses

Gurobi Optimizer v11.0.1 as the ILP solver.

Metrics. Two metrics are used to perform the evaluation: (i)
the total number of accepted slices (i.e., N(π)) and (ii) the

total time used to compute the results.

B. Results

Fig. 4 shows the slice acceptance rate of ILP-SE and MRN-SE
in three different settings: k1-only, k2-only, and flexible be-

tween two configurations in two test cases (|S| = 15 and

|S| = 20). Fig. 5 shows the acceptance rate per configuration

that each approach obtains in the “flexible” setting.

k1-only k2-only Flexible
0.0

0.2

0.4

0.6

0.8

1.0

A
cc
ep
ta
nc
e
ra
te

MRN-SE ILP-SE

(a) |S| = 15.

k1-only k2-only Flexible
0.0

0.2

0.4

0.6

0.8

1.0

A
cc
ep
ta
nc
e
ra
te

MRN-SE ILP-SE

(b) |S| = 20.

Fig. 4. Slice acceptance rate of ILP-SE and MRN-SE when (a) |S| = 15
and (b) |S| = 20.

As shown in Fig. 4a and Fig. 4b, both algorithms succeed

in mapping more network slices onto the physical network

infrastructure in the flexible setting, compared to the two

settings k1-only and k2-only when only one configuration

is selected. Precisely, when |S| = 20, ILP-SE yields a

performance gap of 10% when performing a flexible mapping,

compared to that of the k1-only and k2-only (see Fig. 4b). This

confirms the advantage of allowing flexibility in choosing the

order of VNFs leading to a better slice acceptance rate. In

addition, as expected, ILP-SE outperforms MRN-SE in terms

of acceptance rate, as shown in the same figure.

Fig. 5 shows that MRN-SE favors the use of configuration k1,

as it has cascade bandwidth requirements (see Fig. 3a) similar
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MRN-SE ILP-SE
0.0

0.2

0.4

0.6

0.8

1.0

A
cc
ep
ta
nc
e
ra
te

p
er

co
nfi
g

MRN-SE, k1
MRN-SE, k2

ILP-SE, k1
ILP-SE, k2

(a) |S| = 15.

MRN-SE ILP-SE
0.0

0.2

0.4

0.6

0.8

1.0

A
cc
ep
ta
nc
e
ra
te

p
er

co
nfi
g

MRN-SE, k1
MRN-SE, k2

ILP-SE, k1
ILP-SE, k2

(b) |S| = 20.

Fig. 5. Slice acceptance rate per configuration of ILP-SE and MRN-SE when
(a) |S| = 15 and (b) |S| = 20.

to the available bandwidth in the fat-tree network. On the other

hand, ILP-SE is able to balance the use of two configurations,

leading to a better slice embedding performance.

k1-only k2-only Flexible
100

101

102

103

104

105

106

R
un
ti
m
e
(s
ec
on
ds
)

MRN-SE ILP-SE

(a) |S| = 15.

k1-only k2-only Flexible
100

101

102

103

104

105

106

R
un
ti
m
e
(s
ec
on
ds
)

MRN-SE ILP-SE

(b) |S| = 20.

Fig. 6. Execution time (in seconds) of ILP-SE and MRN-SE when (a) |S| =
15 and (b) |S| = 20.

Fig. 6 illustrates the total time required to compute the

embedding results of two approaches in the three different

settings of the two test cases. For the last setting, the time

to select the best slice configuration is also considered. It can

be observed that the time required by ILP-SE to yield slice

embedding solutions is much higher than that of MRN-SE,

due to its NP-hardness. In addition, since introducing the

flexibility adds more complexity to the problem, the compute

time gets higher from k1-only, k2-only to flexible setting, for

both algorithms. Nevertheless, it can be seen that MRN-SE is

still able to yield embedding solutions in a reasonable time,

as shown in Fig. 6b.

V. CONCLUSION

In this paper, we proposed an optimization framework to

manage slice admission control and embedding with flexibility

in the order of VNFs within slices. An integer linear pro-

gram is obtained and an heuristic solution approach, namely

MRN-SE, is proposed. It yields near-optimal solutions in a

reasonable time, making it more scalable for large network

settings. Simulation results demonstrate that exploiting the

flexibility in VNF ordering can significantly increase the slice

acceptance rate. These findings underscore the potential of

flexible VNF ordering to maximize resource utilization and

service deployment, paving the way for more dynamic and

efficient future network infrastructures.

For future work, we plan to investigate this problem in more

complex scenarios, with different network slice configurations

and physical network topologies. We may also consider using

various deep reinforcement learning architectures to solve

Problem (SE-FlexOrder).
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