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Abstract—Next-generation wireless networks target high net-
work availability, ubiquitous coverage, and extremely high data
rates for mobile users. This requires exploring new frequency
bands, e.g., mmWaves, moving toward ultra-dense deployments
in urban locations, and providing ad hoc, resilient connectivity in
rural scenarios. The design of the backhaul network plays a key
role in advancing how the access part of the wireless system sup-
ports next-generation use cases. Wireless backhauling, such as the
newly introduced Integrated Access and Backhaul (IAB) concept
in 5G, provides a promising solution, also leveraging the mmWave
technology and steerable beams to mitigate interference and scala-
bility issues. At the same time, however, managing and optimizing
a complex wireless backhaul introduces additional challenges for
the operation of cellular systems. This paper presents a strategy
for the optimal creation of the backhaul network considering
various constraints related to network topology, robustness, and
flow management. We evaluate its feasibility and efficiency using
synthetic and realistic network scenarios based on 3D modeling
of buildings and ray tracing. We implement and prototype our
solution as a dynamic IAB control framework based on the Open
Radio Access Network (RAN) architecture, and demonstrate its
functionality in Colosseum, a large-scale wireless network emula-
tor with hardware in the loop.

I. INTRODUCTION

Next-generation cellular networks will be deployed in a
variety of operational environments (e.g., ultra-dense urban,
rural) [1], supported by heterogeneous Radio Access Technolo-
gies (RATs) [2], and operating in different portions of the spec-
trum [3]. As an example, urban cellular networks are moving
toward a 10-fold increase in the density of Next Generation
Node Bases (gNBs), from 10 gNBs per km2 typically deployed
today to an estimated 100 gNBs per km2 in 5G [4].

The diverse characteristics of these access scenarios intro-
duce new challenges for the design of a robust and high per-
formance backhaul network, which needs to be pervasive and
flexible. Traditional backhaul solutions, based on fiber drops
or point-to-point dedicated wireless links to each RAN base
station, are limited in terms of scalability and cost, and are
often referred to as one of the barriers toward both ultra-dense
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deployments in urban areas and remote, rural access. For these
reasons, the 3rd Generation Partnership Project (3GPP) has
introduced native support for wireless backhaul in Release 16
for its 5th generation (5G) cellular technology, i.e., 3GPP NR.
Specifically, IAB introduces wireless self-backhauling with the
same waveform and protocol stack already used for the access
part of the network [5], [6]. With IAB, only some of the gNBs
need to be fiber-connected (i.e., the IAB-donors), and a wireless
multi-hop network topology connects every other gNB (i.e.,
the IAB-nodes) to the closest donor. IAB networks are thus
organized in multiple trees, with roots in different donors and
leaves represented by the User Equipments (UEs).

Wireless self-backhaul, integrated with the access network,
significantly improves the flexibility of cellular deployments
for 5G and beyond, but, at the same time, adds complexity in
the management plane and needs to be properly designed and
deployed to offer the best performance to the end users of the
network. On one hand, IAB in 5G and beyond can leverage
the new spectrum above 6 GHz, in the lower millimeter wave
(mmWave) band, to increase the capacity of the system [3] and
to limit self-interference thanks to highly directional transmis-
sions from large antenna arrays in the IAB nodes. On the other,
mmWave links present a 15 dB to 30 dB gap in received power
between Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS)
conditions [3], [7], thus requiring careful planning that favors
LOS links and avoids blockage conditions [8], [9]. Similarly,
the opportunity of re-using the same frequency bands for access
and backhaul provides a potential multiplexing gain, but also
challenges for scheduling of data flows across the two parts
of the network [10]. Finally, self-backhaul solutions extend the
scenarios in which access connectivity can be provided, but at
the same time a failure in a wireless backhaul link has a more
significant impact than a failure of a single access link, as it
impacts all the downstream nodes in the topology tree.

These reasons make design and optimization of IAB net-
works critical parts of next-generation wireless planning and
operations. In this paper, we focus on pre-deployment and
post-deployment approaches for the optimal identification and
management of topologies across complex IAB networks, with
the goal of (i) providing a minimum guaranteed area capacity,
in line with the International Telecommunication Union (ITU)
recommendations for next-generation cellular networks [4];
and (ii) minimizing the downtime of the IAB tree in case of
failures of links between parent and child IAB nodes. Specifi-
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cally, our contributions are as follows:
• We introduce mixed Integer-Linear Problems (ILPs) that

combine topological, resiliency, and flow constraints,
which we test on synthetic graphs and realistic topologies
derived by 3D surfaces representing real world urban
areas. Using accessible hardware, we achieve near-optimal
solutions for fault-tolerant synthetic topologies up to 45
nodes, and up to 60 nodes for realistic topologies. In
both cases we measure a lower bound on the required
percentage of donors around 20%.

• We prototype the network optimization and management
routine on an O-RAN rApp (i.e., a piece of custom con-
trol logic running in the O-RAN Non-real-time (Non-
RT) RAN Intelligent Controller (RIC) [11], [12]). The
rApp dynamically recreates the IAB topology in case
of link failures in the backhaul topology, based on the
guidance from the optimization problem. We use Colos-
seum [13], the world’s largest wireless network emulator
with hardware-in-the-loop, to confirm the viability of our
approach in an experimental network based on the open-
source OpenAirInterface (OAI) 5G protocol stack [11].

We believe that the proposed approaches and test methodol-
ogy is an important step toward the practical management and
optimization of scalable, resilient, high-performance wireless
self-backhaul solutions in realistic deployments.

II. STATE OF THE ART

Tezergil et al. recently surveyed the theme of planning wire-
less 5G backhaul networks [14]. In this section, we review the
papers with assumptions comparable to those used in our paper.

Saha and Dhillon [8] use stochastic geometry to derive gen-
eral results; however, their approach is intrinsically limited to
2-hop backhaul paths and relies on Poisson point process-based
deployments, which do not include a real-world deployment
assessment, unlike our proposed approach which includes real-
world data validation. Lai et al. [15] present results based
on random node placement, assuming a-priori knowledge of
users’ positions. In contrast, our approach does not require such
assumptions, making it more broadly applicable. Madapatha
et al. [16], Pagin et al. [17], and Yuan et al. [18] focus on
optimizing backhaul topology and scheduling once the IAB-
donors are already placed. This presents a less generic and
easier-to-solve problem compared to the joint optimization of
placement and backhaul links that we tackle in our work. Zhang
et al. [19] optimize scheduling fairness; Gopalam et al. [20]
develop a distributed algorithm for scheduling optimization;
Ma et al. [21] jointly optimize the scheduling of access and
backhaul links; and Zhang et al. [22] optimize spectrum and
power allocation. All these works, however, operate on a fixed
network topology, whereas our work jointly optimizes both
topology and backhaul scheduling, adding flexibility to the
solution. Islam et al. [23], [24] propose an ILP model for
optimizing the placement of IAB-donors and link allocations
to maximize flow, without minimizing cost while guaranteeing
flow. In contrast, our approach also incorporates robustness, a
critical factor for practical deployment, which is absent from
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Fig. 1: System model of the IAB closed-loop management optimization using
the (i) realistic topologies representations; (ii) graph-based optimization; and
(iii) the O-RAN infrastructure.

their model. Mcmenamy et al. [25] employ a similar approach
by limiting the number of hops towards terminals before allo-
cating links among IAB nodes. However, their method is sub-
optimal, whereas we demonstrate that our approach achieves
optimality in more than 90% of real networks and near-optimal
results in the remaining cases.

Like our work, these papers assume that backhaul links that
do not share an edge are non-interfering due to the use of
mmWave links and highly directive beamforming.

In summary, our work is original because it: (i) jointly
addresses the problem of IAB-donor placement and backhaul
optimization; (ii) tackles both topology and flow optimization
together; (iii) introduces robustness into the backhaul; (iv)
provides an optimal, not heuristic, solution; (v) uses real data
and testbeds rather than random node placements in empty
scenarios; and (vi) delivers a working prototype on a realistic
testbed integrated into the O-RAN architecture.

III. IAB OPTIMIZATION — PROBLEM STATEMENT

This section introduces the proposed system model for the
design of optimal, resilient, and reconfigurable IAB topolo-
gies. Our solution pushes forward the state of the art and is
practically implementable on available hardware and present
standards. Figure 1 depicts the building blocks we rely on. First,
we leverage realistic representations of the areas where the IAB
network operates. Second, we develop optimization techniques
that deploy optimal connectivity graphs over such topologies,
including redundant paths to enforce network resiliency. Third,
we leverage the O-RAN architecture, and, specifically, the O1
interface between the RAN and the Non-RT RIC, to perform
reconfigurations of the network in case of failures.

A. Realistic Deployment Area Representation

We start from a 3D surface representing with high fidelity
the deployment area. This approach has been recently adopted
in various papers, e.g., to study localization [26], network
planning [27], and LoS estimation [28]. We use open data
from public administrations and the OpenStreetMap (OSM)
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buildings project [29]. In this paper we use the methodology
and heuristic proposed in [27] to deploy a network of gNBs in
an outdoor urban area, and we then evaluate LoS and link ca-
pacity between the gNB similarly to [28]. Given a certain urban
scenario and a desired density of gNB per square kilometer, we
identify the positions of the gNBs that provide optimal outdoor
coverage and the availability of links between gNBs.

We also leverage a realistic traffic demand profile, based on
the knowledge of the area covered by each gNB and require-
ments for next-generation wireless systems, as we detail in
Section IV-A, and a link model based on parameters for 3GPP
systems and the OAI reference implementation, as discussed in
Section IV-B. In the remainder of the paper, we focus on a IAB
network deployed at mmWaves, to evaluate the impact of large
bandwidth availability to the performance of the system.

B. Topology Optimization

The optimization uses the given positions of gNBs and
creates an optimal IAB backhaul with the minimum number
of IAB-donors, which require fiber connectivity to the core net-
work. We follow the IAB specifications that support a backhaul
network made of multiple loop-free trees rooted in IAB-donors.
The optimization is performed before deploying the network,
as it determines the nodes with wired access and those using a
wireless backhaul. However, it produces redundant topologies
that can be reconfigured at run-time to repair failures.

We consider a directed network graph G(Nv, Ev), such as
the one shown in Fig. 2, that represents the backhaul network,
made of a set Nv of gNBs and a set Ev of potential edges, i.e.,
edges that can be used for the backhaul. The first goal of the
optimization is to find the smallest number of IAB-donors, i.e.,
the smallest subset N ∗ ⊆ Nv that must be connected to the core
network with a wired connection. The second goal is to choose
the subset E∗ ⊆ Ev of edges that create a multi-hop path from
every gNBs in Nv to some IAB-donor. The resulting topology
must respect some performance and reliability requirements.
Altogether, the final goal is to define N ∗ and a new graph
G∗(Nv, E∗) made of all the gNBs and the set E∗ of edges
resulting from the union of all the edges of all the trees. We
will impose two classes of constraints: topological constraints
that impose reliability features and flow conservation based on
the estimated link capacity and traffic demand of every gNB.
Reliability is one of the key features of 5G, and our approach
can be parameterized in order to provide the desired level of
redundancy.

C. Open RAN for Optimized IAB Deployments

This generated graph is used to optimally deploy the IAB
network in the first instance, but also to manage the network
through primitives and capabilities provided by the O-RAN
architecture depicted in Fig. 1. O-RAN introduced the Non-
RT RIC, which performs optimization and service provisioning
with a closed-loop control with a granularity higher than 1s,
and connects to the RAN through the O1 interface. The control
logic is defined by custom applications called rApps [30]. The
O-RAN architecture has been recently extended to support
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Fig. 2: An example realization of the backhaul graph with R = 2. Circles are
IAB-nodes, squares are IAB-donors, orange/blue edges are backhaul links in
two disjoint edge-set, gray edges are all the potential edges. Every gray node
has two incoming edges.

IAB operations, with the interfaces to the RICs (e.g., O1)
implemented as tunnels over the backhaul network [11].

The IAB rApp is used in two phases. For network setup, it
configures each network component based on the optimized
topology. Then, it continuously receives performance metrics
and failure events through the O1 interface, and uses them
to detect relevant changes in the network topology (e.g., the
degradation of a radio link). The rApp reacts by reconfiguring
the IAB topology based on the optimization output. We pro-
totype the rApp on Colosseum, a wireless network emulator
that includes 256 Software-defined Radio (SDR) together with
a digital channel emulator to run large-scale experiments [13],
and showcase how network reconfigurability can be achieved.

IV. ESTIMATING DEMAND AND LINK CAPACITY

The starting point of our analysis is a 3D model of existing
urban areas (obtained using open data) over which we apply
state of the art algorithms to decide a placement of gNBs that
can guarantee the best ground coverage using LoS links [27].
We then need to estimate the traffic demand for every gNB,
and the link capacity that every point-to-point link between
gNBs can offer. This will create the annotated graph G(Nv, Ev)
over which we run the optimization. Both estimations are data-
driven and are part of our original methodology.

A. Estimating Demand

The ITU provides precise parameters to simulate gNB de-
ployments when offering “extended mobile broadband” ser-
vices [4], which correspond to 10 UE per gNB, each one with
a demand of at least 100 Mb/s, so each gNB should be able
to serve a load λ = 1000 Mb/s. This work focuses on the
coverage of outdoor public areas, so assigning a fixed load per
gNB is realistic only if the goal is to minimize coverage overlap
in a context where gNBs can be deployed without constraints.
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However, in scenarios based on actual topographies, as those
used in this paper, the buildings make the area of interest
nonhomogeneous, with some gNBs that are placed in positions
that cover specific areas that would otherwise be significantly
shadowed [31]. As a result, coverage areas are often partially
overlapping and the UEs may be shared among gNBs. This calls
for a strategy to model shared demand among gNBs.

We sample the area under analysis with one point per square
meter. From the initial placement algorithm, we obtain Σ =
{σ0 . . . σn} that is a family of sets. σi includes all the discrete
(x, y) coordinates on the ground that are covered by gNB i ∈
Nv . We restrict σi to the points on the ground that are in LoS
with the gNB i, as we focus on a mmWave deployment, but
the same approach can be used with a different definition (i.e.,
all the points with a minimum estimated capacity). The area
occupied by σi is then simply |σi| (the number of points in the
sampled 2D space). One point can belong to more than one set,
so we define the multiplicity mx,y = |{σi ∈ Σ | (x, y) ∈ σi}|.
We define the demand di of a gNB as:

di =
|σi|λ∑

(x,y)∈σi mx,y
(1)

Note that if σi is not overlapping with any other σj , then
mx,y = 1 ∀ (x, y) ∈ σi and di = λ, while if gNB i covers
an area that overlaps with some other gNB (as it happens for
the majority of the real-world scenarios) then di < λ.

B. Link Capacity Estimation

To estimate the capacity of each link between a pair of nodes
(s, d), we model the propagation through a ray tracing analysis
using the MATLAB suite, and combine a link abstraction model
based on the physical layer implementation of OAI. First,
we load the 3D model of the buildings obtained from OSM
Buildings, then for each pair of gNBs we perform ray tracing
using the shooting and bouncing method [32]. We consider
up to a maximum of 4 reflections and we ignore the effect of
diffraction that is negligible at mmWave frequencies [33].

For each pair (s, d) we obtain a set Γ of rays, each ray r
is associated with a pathloss (Pr), a phase Φr, a delay (δr), the
angle of arrival and the angle of departure of the ray (AoAr, and
AoDr). Each gNB uses with a uniform planar array antenna,
with 8×8 isotropic antenna elements spaced at half wavelength
distance. The channel matrix H is [33]

H =

Γ∑
r=1

√
Pr e

j(−2πδrfc+Φr ) a⋆rx(AoAr) a
H
tx(AoDr), (2)

where arx and atx are respectively the receiver and transmitter
array responses, ⋆ is the conjugate operator and H is the hermi-
tian operator. We compute H for every pair of gNBs (s, d), and
derive the Signal-to-Noise-Ratio (SNR) Ss,d as:

Ss,d =
ΠwT

s,dHs,dwd,s

N0BNf
, (3)

where Π is the transmission power and ws,d (wd,s) is the
beamforming vector used by the device s (d) to communicate

Parameter Value

Carrier frequency (fc) 27GHz
Bandwidth (B) 400MHz
Resource Blocks (RB) 132
Numerology (µ) 3
Uplink to downlink slot ratio (Rslot) 0.7
Control channel overhead (Oh) 0.18
Noise density (N0) −174dBm/Hz
Noise Figure (Nf ) 7dB
Antenna Elements 8x8
Maximum number of reflection 4
MIMO Layers (Λ) [1,2]
Transmission power (Π) 33dBm
Maximum BLER 0.1

TABLE I: Simulation parameters. Most parameters are adapted from [4].

with the device d (s), obtained by applying singular value
decomposition on the channel matrix Hs,d. At the denominator,
N0 is the noise density in W/Hz, B is the bandwidth, and Nf

is the noise figure. The values of the parameters are reported
in Table I. As already mentioned in Section II, we assume that
backhaul links do not interfere with each other, thanks to large
MIMO arrays and highly directive links, and use the SNR to
model the link quality with a 5G link abstraction model.

From the open-source OAI 5G RAN implementation [34],
we extract the table of triplets (Si,Mi, Ei) that matches a
certain SNR with a given Modulation and Coding Scheme
(MCS) and a Block Error Rate (BLER) [35]. Then we can
compute the maximum MCS Ms,r as follows:

Ms,r = maxMi s.t. Ei < 0.1 and Ss,r ≥ Si. (4)

The downlink capacity C is then

Cs,d = ΛQ(Ms,r)R(Ms,r)
12RB

Tu
(1−Oh)Rslot, (5)

where Λ is the number of MIMO layers, Q(M) and R(M) are
two functions associating the MCS to the modulation order and
the code rate, RB is the number of Resource Blocks used, Oh is
the control channel overhead, Rslot is the ratio of Downlink to
Uplink slots used, and Tu is the average duration of an OFDM
symbol. Further details regarding the formula and the different
values can be found in the 3GPP technical specifications [36].

V. OPTIMIZATION MODELS

The methodology described in the previous two sections,
enable us to optimize the topology of the IAB network with
different objectives and reliability constraints. In this section we
will provide the details on the different optimization models.

Let us consider the edges in E∗ as directed, representing the
downstream links from the donors down to the gNBs. We focus
on downstream for simplicity but the problem can be extended
to both downstream and upstream. Given an IAB-node i in a
certain tree, let the out-degree i be its number of direct children
and the distance of i be the number of hops to the IAB-donor.
Next, we first define the topological constraints to produce a
robust graph, and then add flow constraints. Parameters that are
common to both models are (i)D, the maximum distance from
a gNB to an IAB-donor, which can be set to limit the delay; (ii)
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Fig. 3: Map showing one of the four realistic networks in Milan, with density
45 gNBs/km2. IAB-nodes are in black, and feasible backhaul links have a color
gradient corresponding to their capacity (yellow for low capacity and green for
high capacity).

δ, the out-degree of a gNB; (iii) ei,j , a set of parameters so that
ei,j = 1 if and only if the edge from i to j is present in Ev , i.e.,
the SNR is sufficient to negotiate a link.

A. Topological Constraints

We divide the set of edges in R disjoint sets, and impose that
every tree rooted in an IAB-donor must use edges coming from
only one out of R sets, while every IAB-node must belong to at
least R trees. If R = 2, there are two separate trees that serve
each IAB-node i: if one edge fails in one tree and i remains
isolated, the second tree can be used to serve IAB-node i. This
results in R disjoint sets of edges, however we may have more
trees, because the topological constraints and the availability of
edges may make it impossible to have only R trees. Each tree
will have disjoint edges from each other tree, and each IAB-
node will have R parents, belonging to R different trees rooted
in two different IAB-donors. Figure 2 shows an example of an
optimized topology when D = 3 and R = 2. The optimization
creates two separate edge-set, represented using two colors.
The optimization yields 3 IAB-donors out of 18 total gNBs
(thus 15 IAB-nodes), and each IAB-donor is the root of a tree
using edges coming only from one set. Every IAB-node has
two parents connected with links using two distinct colors. As
a consequence, if one edge fails and an IAB-node can not reach
the IAB-donor at the root of the tree using the blue edge-set, it
can still reach a IAB-donor using the tree made of orange edges.

The binary variable ui,l,k is set to 1 if IAB-node i is at
distance l from the donor that is the root of a tree with edges
in the sub-set k ∈ [1, . . . R]. The binary variable Pi,j,k is set to
1 if the edge from i to j is active in a tree that belongs to sub-set
k. The optimization minimizes the total number of donors:

objective: min
∑
i∈Nv

R∑
k=1

ui,0,k, (6)

under the following constraints:

D∑
l=0

ui,l,k = 1−
∑
r ̸=k

ui,0,r ∀i,∀k (7)∑
k

ui,0,k ≤ 1 ∀i (8)∑
i∈Nv

Pi,j,k = 1−
∑
r

uj,0,r ∀j, k (9)∑
j∈Nv

Pi,j,k < δ ∀i, k (10)

Pi,j,k ≤ 1− uj,l,k + ui,l−1,k ∀i, j, k ∀l ∈ {1 . . . D} (11)
Pi,j,k ≤ ei,j ∀i, j, k (12)∑

k

Pi,j,k +
∑
k

Pj,i,k ≤ 1 ∀i, j. (13)

Eq. (7) imposes that every gNB must belong to at least one tree
per edge-set k, unless it is an IAB-donor, which is the root of
exactly one tree; Eq. (8) imposes that each IAB-donor must be
the root of a single tree; Eq. (9) imposes that one IAB-donor
of a certain tree has no incoming edges, and other nodes have
one (thus it is a tree topology); Eq. (10) imposes the maximum
out-degree; Eq. (11) imposes consistency on paths, hop by hop,
that is, in a certain tree k if a link connecting IAB-node i to
IAB-node j is active, then the distance of IAB-node i equals
the distance of IAB-node j minus one; Eq. (12) imposes that
only existing links can be used; Eq. (13) imposes that every
edge is used only in one direction and only in one tree. This last
equation produces trees that are edge-disjoint.

There is always one trivial acceptable solution in which all
gNBs are IAB-donors and the number of variables scales as
R|Nv|2 as it is dominated by the dimension of Pi,j,k.

B. Flow Constraints

We now introduce the flow-based constraints, implemented
as a set of new equations on top of the topology-based ones,
thus producing a topology and flow-based model. The flow-
based model introduces three new sets of parameters, which are
di (the flow demand for IAB-node i), C (the total maximum
outgoing flow for an IAB-donor), and Li,j (the link capacity
of ei,j). It also introduces two new sets of variables. fi,j,h,k
represents the flow destined to IAB-node h passing through
edge ei,j belonging to edge-set k. This is required because
even if edges can not belong to more than one tree, the flow
constraints need to be guaranteed in each edge and in every tree.
ai,j is a real value in [0, 1] that represents the fraction of time
link ei,j is used. As each node j has a single radio for access
and backhaul, it becomes necessary to impose a constraint on
the total number of active links for j, modeled through variable
ai,j . If j is connected to, for example, node 1 in upstream and
node 2 in downstream, then a1,j + a2,j ≤ 1.
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The flow constraints are set as follows:

fi,j,i,k = 0 ∀ i, j, k (14)∑
h

∑
j

fi,j,h,k −
∑
h̸=i

∑
j

fj,i,h,k ≤ C
∑
k

ui,0,k ∀i, k (15)∑
j

fj,i,i,k ≥ (1−
∑
h

ui,0,h)di ∀i, k (16)

ai,j ≤
∑
k

Pi,j,k ∀ i, j (17)∑
i

∑
h

∑
k

fi,j,h,k ≤
∑
i

Li,jai,j∀j (18)∑
h

∑
k

fi,j,h,k ≤ ai,jLi,j ∀i, j (19)

fi,j,h,k ≤ Li,jPi,j,k ∀i, j, h, k (20)

Here, Eq. (14) prevents self-loops in the flow graph, Eq. (15)
imposes flow conservation for all IAB-nodes and all edge-set,
except for donors that can output a flow C. Note that the real
flow outgoing node i is capped in every link by Eq. (19), so C is
just an arbitrary non zero upper bound that makes the equation
formally correct, and it can model the bit-rate available on the
wired link. Eq. (16) imposes that every IAB-node receives at
least the amount of flow corresponding to its demand; Eq. (17)
imposes that the usage on a link must be zero if the link is not
chosen by the topology optimization; Eq. (18) imposes that an
IAB-node can not receive in input more flow that what all its
incoming link allow; similarly Eq. (19) imposes that flow on
a link does not exceed its allocated capacity. Eq. (20) imposes
that if an edge is not assigned to tree k the corresponding flow
in tree k is zero. The objective function is Eq. (6), as these
conditions only impose more constraints on the IAB-donors,
with still a trivial solution with all gNBs as IAB-donors.

The cost associated with the model is the added complexity:
the number of variables scales as |Nv|3 as it is dominated by the
dimension of fi,j,h. However, since every IAB-node has only
one parent if the capacity of one incoming link to IAB-node j
is lower than the demand of IAB-node j (Li,j < dj), we can set
ei,j = 0 as that link cannot serve the demand of dj . This allows
us to prune some edges in Ev before running the optimization.

Finally, while our model is designed for a greenfield de-
ployment, in which the operator is planning the network from
scratch, it can also be used in a brownfield deployment in which
some IAB-donors are already connected to the core with a fiber
connection. The only required change in the model is the need
to force some of the ui,0,k variables to be constant set to 1. This
is important because we can use the optimization for both new
networks, or to upgrade or dynamically control existing ones,
as shown in Section VII. With a similar reasoning, if some of
the locations of the gNBs is preferable than others, for instance
if the cost of connecting it with fiber is smaller, the objective
function can be modified so that every gNB has a different cost
and not a simple unitary cost as in Eq. (6).

The whole problem is based on a multi-commodity flow
problem merged with a shortest path multi-tree problem. There
is however a key difference, the number and position of sources

of the commodity are not decided a priori, but must be decided
by the optimization. To the best of our knowledge, this specific
problem has not been so far formulated. The problem is clearly
non-polynomial because it mixes the multi-commodity flow
with a combinatorial minimization of all the possible set of
sources of the commodity. We also give the network designer
the freedom to choose a maximum out the degree of and
the distance from the IAB-donors. The second parameter in
particular will affect the network delay, so it is important that
the operator can define it based on the specific applications that
must be supported.

VI. NUMERICAL RESULTS

In this section, we report results on the feasibility and
the effectiveness of the proposed optimization, leveraging the
resilient and non-resilient versions of the flow optimization
problem. We use as a metric the fraction ρ of IAB-donors in the
network, which is the ratio between the value of the objective
function and the total size of the network |Nv|:

ρ =

∑
i∈Nv

∑R
k=1 ui,0,k

|Nv|
.

First, we consider synthetic random graphs, to verify the feasi-
bility of our approach in a controlled scenario, and then realistic
graphs generated from open data of four European cities.

A. Synthetic Graphs

The synthetic graphs are generated by placing nodes in
random positions in a 2D area, with an average density of 45
gNBs/km2, which achieves 95% coverage of the outdoor urban
areas [27]. We vary the area to deploy 15, 30, and 45 gNBs. The
demand is estimated with Eq. (1), assuming a coverage radius
of 100 m. We use the 3GPP TR 38.901 technical report for
modeling both the probability of LoS between two gNBs and
the path loss [37]. We thus do not explicitly model obstacles,
and obtain networks with an edge density substantially higher
than in real settings. We compute the link capacity as described
in Section IV-B, using the parameters in Table I with 1 and 2
MIMO layers Λ. Execution times are evaluated on a 16 cores
server (Intel Xeon Gold 6342 CPU @ 2.80GHz), with 64GB
of RAM using the Gurobi solver with 30 randomly generated
graphs for each number of gNBs. After 48 hours the solver was
stopped, and for those runs that did not reach the optimal value,
we report the upper bound distance from the optimum.

Figure 4 shows the ratio ρ between IAB-donors and total
number of gNBs in the simulation. The two leftmost plots (a,
b) report the results with only one tree (R = 1), while plots
(c, d) report the failure resilient model (R = 2), both with
Λ = 1, Λ = 2. As a general trend, higher Λ and lower R lead to
lower ρ. This is expected since with a higher capacity per link
the backhaul network can transport more traffic to a smaller
number of donors, while redundancy requires more indepen-
dent trees and thus more donors. Increasing |Nv| enlarges the
space of possible results and can lead to a further reduction of
the number of required IAB-donors. For the most challenging
configuration (Λ = 1, R = 2), the median value of ρ ranges
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Fig. 4: Box-plots of the fraction of donors ρ for the synthetic topologies, with
different MIMO configuration (Λ = 1, Λ = 2), the single tree model (R = 1)
and the failure resistant model (R = 2). The box plot show the median, 25%
and 75% quartile and 1.5*IQR (inter quantile range) whiskers.

from 0.66 to 0.6, which means that we can save up to 40% of
the donors. Savings increase to up to 60% with Λ = 2, R = 2
and 45 gNB/km2, which means that 27 gNBs out or 45 do not
need to be connected with a fiber cable.

The failure resilient topology imposes the strong condition
that all flow is conserved and there is no performance degrada-
tion upon the failure of a link. If we relax this condition, and set
R = 1, we can further reduce the number of IAB-donors down
to 37% (45 gNBs, Λ = 1) and 23% (45 gNBs, Λ = 2), intro-
ducing a non-zero probability of network outage. This does not
necessarily imply that the failure of one link disconnects some
UE, but it could produce a certain performance degradation.
Models can be tailored to provide a trade-off between these two
approaches, obtaining ρ close to the ones generated with R = 1
with a predictable performance penalty in case of failure.

For solver execution runs that lasted at most 48 hours, a
guaranteed optimal solution has been identified in 67% of the
cases. In the remaining ones, the upper bound of the distance of
ρ from the global optimum is on average 6.3%. This is perfectly
compatible with the network planning use case.

B. Real-world Graphs

The realistic graphs were generated for 4 cities (Florence and
Milan in Italy, Barcelona in Spain, and Luxembourg city), in an
area of about one km2, as in Fig. 3.1 For each scenario, we
use densities of 30, 45, and 60 gNBs/km2; run the placement

1As areas are selected based on street boundaries, they will not measure
exactly 1 km2, leading to slight variation in the number of gNBs for each city.

20 40 60
0.1

0.2

0.3

0.4

0.5

|Nv |

ρ

(a) Λ = 1, R = 1

20 40 60

|Nv |

λ = 30

λ = 45

λ = 60

(b) Λ = 2, R = 1

20 40 60

0.4

0.6

0.8

|Nv |

ρ

(c) Λ = 1, R = 2

20 40 60

|Nv |

(d) Λ = 2, R = 2

Fig. 5: Fraction of donors ρ for the realistic topologies, with different MIMO
configuration (Λ = 1, Λ = 2), the single tree model (R = 1) and the failure
resilient model (R = 2).

heuristic to position the gNBs; and compute the capacity as
described in Section IV-B. Some gNBs are placed out of range
from all others, and thus removed from the graph.

Figure 5 confirms results obtained in the synthetic scenarios,
i.e., also in the realistic scenario fewer IAB-donors are required
as the density increases. In the realistic topologies the presence
of obstacles makes the the topology less dense, and the dis-
tribution of users more concentrated, eventually this reduces
the complexity of the problem and we can complete the opti-
mization even with 60 gNBs/km2, and in some configurations
ρ is lower than 20% (Fig. 5(b)). Only in 4 cases over 48 runs
the optimization did not reach the optimal value, and in those
4 cases the upper bound of the distance of ρ from the global
optimum is on average 6%.

Overall our results confirm that in both synthetic and real-
world scenarios our optimization scheme is reliable and pro-
duces resilient topologies that can save a large number of IAB-
donors, reducing the capital expenditure of fiber backhaul.

VII. BACKHAUL RAPP PROTOTYPE AND VALIDATION

In this section, we discuss the integration of our method-
ology within the O-RAN framework, allowing operations and
management of real-world networks. We implement a prototype
rApp running in the Non-RT RIC, which processes a network
made of R = 2 trees (a primary and a back-up one) and
gracefully handles the failure of a link by reconfiguring all the
gNBs to switch from their primary tree to the backup one. We
validate the rApp using OpenAirInterface on Colosseum.

The application is initialized with the multitree topology
obtained in the network planning phase. Once the network is
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Fig. 6: IAB topology including the Core network, two IAB-donors, two IAB-
nodes and 20 UEs. Black arrows indicate the normal topology and the grey
dotted line indicates the backup link between the two IAB-nodes.

set-up and running, the rApp maintains an updated representa-
tion of the IAB network using specific messages (HeartBeats,
Performance Reports, and Fault Events) exchanged with the
RAN through the O-RAN O1 Interface (see Fig. 1). Upon
the failure of a radio link between IAB-nodes, the upstream
node, still connected to the core, detects the Radio Resource
Control (RRC) failure and sends a Failure Event message to
the RIC through the O1 interface. The rApp reconfigures the
network by updating the upstream connectivity of the IAB-node
(which may require a reset of the stack in the OAI prototype).
It also updates all the IAB-nodes downstream since they need
to reconnect to the network core using a new path. Finally, it
reconfigures routing within the core network to reflect the new
downstream IAB-nodes topology.

A. Validation on Colosseum

Currently, the OAI stack does not support handover between
different upstream nodes, so it introduces long delays and
performance fluctuations due to the need to restart the protocol
stack. For this reason, our goal is not to provide an accurate
performance analysis, but to demonstrate that our approach can
be implemented in a real network. We have set up a repre-
sentative IAB-network topology, shown in Fig. 6, comprising
two IAB-donors, two IAB-nodes and twenty UEs. Each IAB-
node is connected to a different IAB-donor, and a feasible (but
unused) link is available between the two IAB-nodes. Note that
we assume gNBs have a secondary communication channel for
their management through the O1 interface, possibly using the
sub-GHz bands in order to be less subject to blockage [38].

In our experiment, once the rApp initializes the whole net-
work, all UEs and all IAB-nodes start exchanging Internet
Control Message Protocol (ICMP) traffic with a server in the
core network, routed through the parent IAB-node or donor.
Then, we emulate the failure of the link between IAB-node 2
and its donor. This triggers the transmission of a Fault Event
message to the rApp, which in turn triggers the reconfiguration
of IAB-node 2, which will connect to IAB-node 1 to reach the
core. Since the current implementation of IAB for Colosseum
and OAI creates end-to-end tunnels from UEs to the core
network [11], the UEs attached to IAB-node 2 must also be
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Fig. 7: RTT from the IAB-nodes and the UEs before, during, and after the link
failure. The vertical lines indicate the time of fault and the time of the two
recoveries.

reconfigured. Moreover, the rApp reconfigures the 5G core, so
that the backward path to the UEs is also restored.

Figure 7 shows how the Round Trip Time (RTT) of the trans-
mitted packets is affected during and after the reconfiguration
of the network. We average the RTT on a rolling window of
10 s and across UEs for each node. At t = 0 both IAB-nodes
report a RTT of roughly 10 ms and their UEs measure an RTT
of roughly 24 ms, which accounts for one more wireless hop
and some switching time. At time t = 19 s, we induce the
failure of the link between IAB-node 2 and IAB-donor 2, which
interrupts the successful transmission of the ICMP packets and
triggers the reconfiguration of the network from the rApp. The
reconfiguration of the OAI stack takes roughly 15 s, albeit being
fully automated. Around second t = 35 s, IAB-node 2 is able
to reach the core again, with an average RTT of 22 ms, due
to the additional hop. At that point, also the software-defined
UEs stack restarts, with their RTT increased to an average of
47 ms, corresponding to 3 hops of distance to the core and two
switching delays.

Despite the current state of OAI affects the performance of
the reconfiguration, this experiment fully confirms the viability
of our approach in a real-world network scenario based on the
O-RAN specifications.

VIII. CONCLUSIONS

Next-generation wireless networks require optimized and
intelligent management for their complex backhaul configu-
rations, mixing wired and wireless components. This paper
proposed a novel toolchain to plan a mobile backhaul, based on
open data to model 3D scenarios, optimization strategies to plan
the network, and an O-RAN rApp for dynamic network control.
We have shown that the optimization problems can be solved
for realistic networks of density up to 60 gNBs/km2, and this
can lead to the reduction of a substantial number of fiber drops.
The models are fully configurable in terms of depth of the IAB
tree and required robustness, and can be used in greenfield or
brownfield scenarios, and the approach has been prototyped in
a realistic O-RAN-based network environment.
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