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Abstract—Even though encryption hides the content of com-
munication from network monitoring and security systems, this
paper shows a feasible way to retrieve useful information about
the observed traffic. The paper deals with detection of periodic
behavioral patterns of the communication that can be detected
using time series created from network traffic by autocorrelation
function and Lomb-Scargle periodogram. The revealed charac-
teristics of the periodic behavior can be further exploited to
recognize particular applications. We have experimented with
the created dataset of 61 classes, and trained a machine learning
classifier based on XGBoost that performed the best in our
experiments, reaching 90% F1-score.

Index Terms—periodic commuynication, time series, peri-
odicity detection, Lomb-Scargle periodogram, classification by
periodicity, network traffic analysis, encrypted network traffic

I. INTRODUCTION

Monitoring systems provide useful information for network
operators and security teams. However, with the rise of en-
crypted communication, monitoring tools as well as detection
systems lose visibility. There are various initiatives to increase
the privacy of users on the internet and protect them from
tracking or fingerprinting, such as TLS 1.3 encrypts more
headers, and there is a draft proposing to encrypt even Server
Name Indication (SNI) extension. Therefore, it is necessary to
research new methods to recognize encrypted network traffic
to maintain situational awareness of network operators.

Network traffic is usually analyzed using time series, which
is a well-known approach in various domains such as statistics,
economy, physics, and so on. However, network traffic in
general is very hard to predict or model and many activi-
ties by users are nondeterministic. Contrary, there are many
regular connections in the background that are promising for
automatic detection, and thus they are the main concern of
this paper.

This paper deals with network traffic analysis based on time
series computation and measurement. The main goal is to
detect and recognize periodic behavior in the network traffic
within a monitored network infrastructure. Our experiments
show that the identified periodic communication and its char-
acteristics can be used to classify the traffic and recognize
the communicating application/service/device. This capability
is essential in network security, especially for detection of the
malicious traffic, e.g., a machine infected by some malware
that communicates with Command and Control (C&C) servers.

The main advantage of our approach is its applicability even
on encrypted traffic since the periodic behavior of the appli-
cation is usually observable despite the communication was
encrypted using standard mechanisms.

II. RELATED WORKS

A. Periodicity Detection

Scientists focus on detection and analysis of periodic pat-
terns in time series for many years, and there are innumerable
published papers. The reason of such long-lasting research
is that each domain or application usually requires some
new specifics of time series analysis methods; and there is
unfortunately no universal method.

A typically used method to detect periodicity is a peri-
odogram defined by Arthur Schuster in [1]. The periodogram
creates a spectral density of a signal and it is used to
identify important frequencies of a time series. There are many
versions derived from the original periodogram, e.g., Bartlett’s
procedure [2], Welch method [3], Laplace periodogram [4] and
Lomb-Scargle periodogram [5].

Another typical method of detecting periodicity is the auto-
correlation function, which is based on checking a correlation
of a time series with a lagged version of itself. The origin of
correlation was explained by Pearson in the article [6].

There are also methods of detecting periodic behavior that
are rather engineering than mathematical, for example, an
apriori [7]. This technique of frequent pattern mining use two
steps called “join” and “prune” to reduce a searching space
and these steps are iterated in loops. The apriori was also
improved into periodicity mining [8].

B. Use of Periodic Behavior in Network Traffic

Detection of periodicity in network communication is useful
in many areas, for example, anomaly detection [9], [10], traffic
filtering [11] or creating model of traffic [12].

Some papers also use identified periodic behavior for a
classification. Paper [13] aims to detect periodicity in HTTP
traffic filtered to GET and POST methods. A simple decision
tree assigns five tags (classes) based on type of the observed
periodicity. Based on these tags, the authors decide if an HTTP
traffic is generated by a botnet or not. The paper [14] purposes
a novel detection model named detection by mining regional
periodicity (DMRP), which is used to detection of P2P botnets.
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Paper [15] shows that periodic traffic analysis is effective
for detecting P2P, gaming, cloud, scanning, and botnet traffic
flows. For detection periodicity, they are using SQL-based
implementation of the periodicity detection method proposed
by Hubballi and Goyal [16]. Also, paper [17] uses periodicity
as one of the three features to identify webmail traffic.

C. Difference from Related Work

Contrary to the listed related works, our paper targets on
the classification of any process that generates communica-
tion. Significant groups of classification classes are social
networks, remote storage, webmails, antiviruses, operating
systems, network protocols, and network services. Also, our
paper uses mathematical tools and statistics to detect periodic
behaviors in network traffic, while the related works uses
mainly engineering methods.

Our methodology was inspired by the works such as [14];
contrary, we use periodogram for confirmation of periodicity
candidate. Also the idea of identifying candidates on periodic-
ity using the autocorrelation function and periodogram (hybrid
method) was shown, e.g., in [18] as an Autoperiod method,
and also in [19] as a CDF-Autoperiod method; contrary,
we use Lomb-Scargle periodogram instead of the traditional
periodogram and we apply it on network traffic. Therefore,
we incorporated such workflow into the proposed network
classification method based on identified periodic behavior.

III. OUR APPROACH

This section describes several terms to explain our approach
to detect periodic communication in network traffic and use it
for classification using machine learning.

A. Network Dependencies

At first, we define a network dependency as a long-term
relationship (e.g., longer than one traditional IP flow) between
two IP addresses (devices), where one of them provides some
service and the second one communicates with it. Thus, a
network dependency is represented by a sequence of com-
munications. We estimate the used service using ports of
the transport protocol of the TCP/IP model, and primarily
we assume well-known and registered ports identify the ser-
vices. Example of a network dependency is 192.168.1.1(53)–
192.168.1.110 where IP 192.168.1.1 provides a DNS service
IP 192.168.1.110 communicates with it.

For unregistered ports, we define the network dependency
in multiple ways based on observed communication between
two IP addresses. When two ports appear multiple times,
we define network dependency as a relationship between two
IP addresses with those two ports, e.g., 78.128.191.25(5965-
8884)–3.209.182.156. If only one of the ports appears multiple
times and the second one is changing with every flow record
then we create a network dependency based on the repeated
port, e.g., 138.232.236.27(X-5228)–142.250.27.188.

Finally, if there is no stable port used for communication
between two IP addresses, we define the network dependency
only by the IP addresses, e.g., 192.168.1.110()–192.168.1.111.

B. Time Series from Network Traffic

Network traffic represented by IP flows (IPFIX) from a
monitoring system is split among network dependencies and
time series are created for each of them. We define a time
series for a network dependency as a sequence of flow records
ft, where t ∈ T is the time of the flow record, and T is a
time interval during which we measured on the network. In our
experiments, we use number of packets and bytes, which are
available in every monitoring system. We create a multivariate
time series where each selected value from the flow record is
a variable of the multivariate time series.

Time information of the flow record t (timestamp of the
first packet) is unevenly spaced, thus the time series are called
irregularly spaced. Such time series contains gaps of different
length. The example of an unevenly spaced time series is
showed in Fig. 1.

Fig. 1. Time series of network dependency 142.251.36.74(443)-10.0.0.10

Based on the time series progress, we define periodic
network communication as the repeated transfer of packets
that have the same purpose.

C. Periodic Behavior in Time Series from Network Traffic

We identify two types of periodic behavior in the time series
from network traffic. The first is a periodic repeating of the
same volume of data in some stable time intervals. The time
interval can slightly change due to the delay of the source
or network components, so we permit small variance in time.
An example of this behavior is the time series of the Mirai
malware communication shown in the Fig. 2.

The second type of behavior has data points of time series
distributed in time similarly as the first type, however, the
volume of data might vary (e.g., based on the size of the
messages’ content). This periodic behavior is generated by a
process that communicates periodically, for example, due to
polling for new state. An example of this behavior is shown
in the Fig. 3 where is the time series of the social network
Facebook.

D. Detection of periodic behavior in Time Series from Net-
work Traffic

To detect both types of periodic behaviors in network traffic,
we use mathematical tools to detect periodicity and periodic
behavior in the time series. However, the analysis of unevenly
sampled time series must compute not only the values of the
data points but also their time, and unfortunately, most time
series analysis methods specialize in the evenly sampled time
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Fig. 2. Periodic behavior of a time series of the malware Mirai

Fig. 3. Periodic behavior of a time series of the social network Facebook

series that appear in most areas. A promising method is a
Lomb-Scargle periodogram that was defined by Lomb in [20]
and Scargle in [21]. It can insert different sine signals into an
unevenly sampled time series of periodic behavior and derive
frequency and intensity for each, thus creating a periodogram.
For the example time series shown in Fig. 4, the Lomb-Scargle
periodogram is in Fig. 5.

Fig. 4. Time series of network dependency ff02::1:2(547)-fe80::1

Fig. 5. Lomb-Scargle periodogram of the time series from network traffic
from the Fig. 4

The time series is periodic with period p, if there is a statis-
tically significant peak at frequency f = 1

p . It is therefore nec-
essary to use a statistical significance test on the periodogram.
The Scargle’s Cumulative Distribution Function (SCDF) [22]
is suitable for the Lomb-Scargle periodogram, which can be
used to determine whether there is any statistically significant
peak in the periodogram using a simple formula and also to

find out whether a particular peak is statistically significant.
In Fig. 5 the red line represent the SCDF test of significance.

In order to confirm the periodicity of candidate p, we must
first know what candidates make sense to test. For this purpose,
we use an autocorrelation function that does not work with
unevenly sampled time series, so when we use it we neglect
time. An example of applying the autocorrelation function to
the variable number of packets of the time series from network
traffic shown in the Fig. 4 can be seen in the Fig. 6.

Fig. 6. Autocorrelation function of the time series variable number of packets
from the Fig. 4

Using the autocorrelation functions computed for each vari-
able of the time series (i.e., number of packets, number of
bytes, DiffTimes — a time difference between intermediate
data points of time series), we create histograms of distances
between the peaks. Such histogram per each variable is shown
in Fig. 7.

Fig. 7. Histograms of distances between peaks of the autocorrelation functions
applied on variables of the time series

The result is a set of candidates for periodicity that sig-
nificantly appear in all histograms, which can be verified
subsequently using the Lomb-Scargle periodogram and the
SCDF test. In this particular example, period 2 is chosen
as the candidate and a statistically significant peak is then
found in the vicinity of the frequency 0.5 and so the period
is confirmed.

In general, network dependencies may not always split
traffic into ideal time series, thus, there may be multiple
periodic behaviors in a single time series. Therefore, we need
to check whether there is a possibility that the time series does
not contain other periodic behavior. The diagram of the whole
method is shown in the Fig. 8.

E. Attributes of periodic behavior

A natural description of periodic behavior from Fig. 2 is a
number of flow records that periodically repeat, a time period,
a number of packets, and a number of bytes in the flow.

2022 18th International Conference on Network and Service Management (CNSM) - Short Paper

376



Fig. 8. Diagram of periodicity detection method

However, these attributes cannot perfectly describe a dif-
ferent periodic behavior from Fig. 3 because of its higher
variability. Therefore, we use boundaries of the interval of the
data points for this type of behavior, whereas the boundaries
embody the most of data points for each time series variable.

IV. DATASET

We have created a dataset containing 26 thousands samples
divided into 61 classification classes. As a traffic source for the
dataset creation we used multiple publicly available datasets:
[23], [24], [25] and [26]. Additionally, we used traffic of
CESNET21, traffic of Network monitoring laboratory at FIT
Czech Technical University in Prague, several home networks,
and communication of Android mobile devices.

The following traffic categories list the examples of the
classes for classification (listed in brackets):

• social networks (Facebook, MS teams, Slack, ...)
• remote storage (Google Drive, OneDrive, Github, ...)
• updates of operating systems
• antivirus programs (Eset, Avast, Kaspersky, ...)
• game clients (Steam, Epic Games, Uplay, ...)
• network services and protocols (Keep-alive, HTTP2 ping,

DNS, ...)
• email browser viewers and clients (Gmail, Outlook, ...)
• multimedia streaming (youtube, itunes, spotify)
• web browsing (firefox, opera)

V. MACHINE LEARNING MODELS

Traffic characteristics from IP flow records with the results
of our periodicity analysis allow for training new classification
models based on machine learning to recognize classes of
traffic mentioned in Sec. IV.

More specifically, we evaluated the list of algorithms (shown
in Tab. I) using the time period, number of packets and bytes,
boundaries of the interval of packets and bytes (attributes of
periodicity computed according to Sec. III) as features for
the machine learning. Even though the time period is not
the most important feature (according to the computed feature

1the Czech national research and education network

importance metric), it is still helpful for classifiers and thus
included in the feature vector. For the first type of periodic
behavior, i.e., communication is regular without significant
variance, we set the boundaries of the interval of packets
and bytes to 0. The dataset was split into training and testing
parts in a ratio of 70 to 30. The best performing classification
algorithm was XGBoost with F1-score 90%. Using K-fold
validation, we achieved 86% accuracy of the selected model.

TABLE I
RESULTS OF CLASSIFICATION ALGORITHMS

Model Accuracy Precision Recall F1-score
Naive Bayes 8 25 8 4

Logistic Regression 42 19 42 26
kNN 62 62 62 61

Extra Tree 65 66 66 66
Decision Tree 77 77 77 77

Random Forest 89 90 89 88
XGBoost 91 90 90 90

Results of our experiments showed that network traffic of
the second type of periodicity contains, e.g., social networks
communication. This type is harder to recognize, as it is shown
in the confusion matrix in Fig. 9. Contrary, system/application
level traffic such as keepalive, polling etc. fits to the first type
of periodicity. In this case, the classifier is able to recognize
each class with higher accuracy. Additionally, the more often
the application communicates, the higher accuracy. The results
are shown in the confusion matrix in Fig. 10.

VI. CONCLUSION

Encrypted network traffic rises new challenges in network
monitoring and network security domains. Luckily, there are
some behavioral patterns and characteristics that reveal infor-
mation about the communication and can be exploited as a
“side-channel” without any need to decrypt the content.

This paper elaborated on detection of periodic behavior
of network traffic and applications. Even though it is a
unique area, we have found suitable mathematical tools from
astrophysics to discover periodicity in the network traffic.
Furthermore, we studied the features of periodic traffic and
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Fig. 9. The confusion matrix for social networks

Fig. 10. The confusion matrix for services and protocols

identified two types of it in practice. Finally, we were able to
train a classifier based on machine learning that exploits traffic
statistics and reveals information about periodic behavior to
recognize particular application that originated it. In total, we
were able to classify 61 types of traffic with F1-score 90%.

As a future work, we will focus on the applicability of
the proposed classifier in high-speed networks. That means
the performance will be improved to retrieve the results
faster from the classifier. Also, we believe further study of
the attributes of periodicity can increase accuracy. Finally,
handling of unknown classes would be useful for practical
deployment.
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