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Abstract—This work introduces a class of network perfor-
mance models designed to capture variations in network quality
on diverse timescales. By explicitly modeling how quality changes
over time, the proposed models enable computation of perfor-
mance metrics that are beyond the scope of steady-state methods
such as Markov chains. We use the quality attenuation (∆Q)
metric to quantify network quality, and ∆Q generative models
specify how quality attenuation varies over time. Variation over
time is modeled using a finite state machine with timed state
transitions. We show how the models can be used to shed light on
practical problems by presenting novel results for the problem
of buffer sizing. In addition to the buffer sizing results, this
work presents the ∆Q generative model structure and the basic
algorithms needed to work with the models.

Index Terms—Computer network performance, ∆Q, Quality
attenuation, Buffer sizing

I. INTRODUCTION

Internet protocols such as TCP [1] and QUIC [2] are
designed to adapt to network performance variations. However,
the response time of these protocols is limited by the delay
of feedback signals. Therefore, it is important to develop
an understanding of performance variations on timescales
that are too small for end-to-end adaptation to react, but
still large enough to affect queuing behavior and application
performance. In the literature, there are two main approaches
to model variations in network performance: Steady-state
analysis, which captures system behavior as an average over
all of time, and simulation which captures performance in
specifically modeled scenarios with great accuracy. This work
proposes a way to interpolate between steady-state methods
and simulation by defining a class of models where the
timescale of performance variations is itself variable.

Internet throughput has improved much over the last few
decades, and in some places, it has now reached a point
where more bandwidth does not significantly improve the
end-user experience [3]. Perhaps because of the diminishing

returns of increased bandwidth, research on improving internet
quality is increasingly focused on how to deliver reliable low
latency. Much of the work on how to deliver reliable low
latency address issues related to the design and configuration
of queuing algorithms. Queuing, also known as buffering, is
known to be a significant source of latency variation in the
Internet [4]. Queues are necessary to smooth out variations
in the relative magnitude of supply and demand of network
resources. Some buffering is helpful, but too much buffering,
often referred to as bufferbloat, is undesirable because it intro-
duces excessive latency [4]. However, what excessive latency
means in this context is not fully understood. The answer
undoubtedly depends on the situation, but it is nevertheless
possible to derive theoretical descriptions of the required trade-
offs. Recent theoretical advances [5], [6] have shed some much
needed light on this issue, but the methods for sizing buffers
are still mostly based on experimentation. The introduction
and deployment of new congestion control algorithms such as
BBR [7] and L4S [8] makes buffer sizing even more com-
plicated because the interactions between queuing algorithms
and congestion control algorithms are becoming more complex
and varied.

There has been increasing interest in novel queuing algo-
rithms in recent years [9]–[11]. Several of these algorithms,
such as CoDel [9], PIE [10], and CAKE [11], rely on a con-
figured set-point for the desired amount of queuing. Finding
the best set-point is non-trivial and dependent on the specific
behavior of the link. Our results shed new light on the trade-
offs of buffer sizing decisions.

We propose ∆Q generative models in this paper. This class
of models was developed while investigating the problem
of buffer sizing over links with varying capacity. The con-
tributions of this paper is to define a model structure and
to motivate the level of complexity by showing how the
proposed structure can help shed light on the buffer sizing
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issue. We believe this class of models is also well suited to
machine learning and, as such, represents a step toward data-
driven methods for the development and design of network
performance models. A ∆Q generative model learned from a
data set of observed network behavior may pick up on patterns
of performance variation that are not typically implemented in
network simulation work. To keep this paper focused on the
model definition and why and how the models are useful, the
challenge of efficient learning with ∆Q generative models will
be explored in future work.

II. BACKGROUND AND RELATED WORK

This section describes selected literature related to time-
varying network quality and the ∆Q network quality metric.

Queuing theory is the mathematical background for analysis
of queuing systems. Kendall first described how queuing
systems can be solved by analyzing embedded Markov chains
[12]. The power of this method lies in the ability to rapidly
and precisely compute the long-term average performance of
complex queuing systems. This method of analysis is not
directly applicable to systems where the service rate varies
as a function of time. Liu and Whitt [13] study a fluid
model of a general class of time-varying queues and describe
the performance functions. ∆Q generative models further
generalize the description of the server compared to [13] by
adding the possibility of packet loss.

Much work has gone into studying the behavior of TCP
over the internet [14]. Studying the behavior of TCP, especially
when looking at the interaction of multiple flows, is to study
the effects of variable network capacity because TCP dynam-
ically varies the load it places on the network in somewhat
predictable ways. Research on congestion control over variable
links like 5G [15] is also exploring similar issues by empir-
ically studying how different congestion control algorithms
deal with the capacity variation patterns specific to 5G net-
works. Srivastava et al. [16] explore the performance of several
congestion control algorithms over an emulated 5G mmWave
link. Their method, replaying the recorded performance of a
link, is similar to how ∆Q generative models can be used in
simulation and emulation studies. Our models generalize the
method by allowing the description of link behaviour to be
stochastic.

Goyal, Alizadeh, and Anderson [6] explore an optimal end-
to-end congestion controller for links with varying capacity
using mathematical modeling. Their central assumption is
that capacity changes can be modeled as a Markov process
evaluated every round-trip time. Our models of link behavior
differ in how the link capacity changes, where our proposed
model is the most general of the two.

Quality attenuation is a network quality metric that captures
the latency and packet loss performance of packet-switched
networks. A method for measuring quality attenuation has
been standardized by the Broadband Forum [17]. The quality
attenuation metric has been developed through several decades
of academic work, but it is not widely known in the research
community. Therefore, we give a brief description here. The

quality attenuation metric combines latency and packet loss
into a single variable where packet loss is modeled as infinite
latency. Equation 1 formally defines a quality attenuation value
as a probability density function P (t) paired with a real
number P (∞) such that 0 ≤ P (∞) ≤ 1. P (t) describes
the probability density over all possible latency values, and
P (∞) describes the probability of packet loss (we can think
of packet loss as infinite latency). We use “∆Q” to abbreviate
quality attenuation. A ∆Q value can be plotted as a cumulative
density function (CDF) with a maximum value of 1−P (∞).

∆Q := [P (t), P (∞)], t ∈ R+ (1)

Haeri et al. [18] present a framework for reasoning about
the timeliness of outcomes. They also use the notion of quality
attenuation (∆Q). Their methods are suitable for packet-
switched networks where traffic can incur both losses and
delays when traversing a link. The authors describe one of the
most useful features of ∆Q; the fact that ∆Q values can be
composed both sequentially and in parallel. Haeri’s framework
captures the distributed nature of networked applications and
provides tools for reasoning about how communication delays
affect application outcomes. In Haeri’s model, there can be
many paths between two outcomes, and each path is modeled
as a stochastic process, but there is no notion of a single
path varying over time. That is to say, all samples of the
same path are assumed to be independently selected from the
same distribution, regardless of the timing between subsequent
samples. The main difference between our work and [18] is
that our class of models includes variation as a function of
time.

III. A CLASS OF GENERATIVE MODELS FOR TIME-VARYING
NETWORK PERFORMANCE

This section defines our proposed class of models and
describes some basic algorithms needed to work with models
from the class. The class of models has been designed with
a few key properties in mind. We want the models to be able
to:

• Include delay and packet loss as possible observations
• Capture temporal structure at any timescale
• Model any sequence of observations
• Reduce to an expected value description when there is no

temporal structure
• Facilitate learning from recorded network traces
The proposed model is our best attempt at finding a minimal

structure with all of these properties.

A. Model definition

A ∆Q generative model is a 5-tuple (S,∆QS, DS
loss, P, T )

where S is a finite set of states called the state space. Each state
s ∈ S has an associated ∆Q value labeled ∆Qs ∈ ∆QS. ∆QS

is the set of quality attenuation values for all states. DS
loss is

the set of Dloss for all states, where Dloss is a probability
distribution describing the amount of time it takes to lose
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Fig. 1: The ∆Q generative model describes how the service
node changes over time

a packet. P is a transition matrix describing the probability
of moving from state s to state s′ for each pair of states
s, s′ ∈ S. We use the notation P (s, s′) for the probability of
moving from state s to state s′. T (s) is a function describing
the distribution of time spent in state s before moving to a
state s′ ∈ S. This class of models allows us to generate
arbitrary patterns of ∆Q variation as a function of time.
The models allow us to capture the appropriate amount of
temporal structure because very high-frequency variation can
be averaged out and summarized by the ∆Q values of each of
the states s. Capacity variation on the timescales we care about
can be modeled as time-dependent state changes. The models
describe the service pattern of a network interface. Figure 1
shows a FIFO queue where the server is described by a ∆Q
generative model.

The sequence of states, s(t), is a discrete function of the
continuous variable t describing the state of the system at
each point in time. The sequence {t0, t1, ...} is a discrete set
of times at which observations are made, and the sequence
{ot0 , ot1 , ...} are the observed quality attenuation values at
each of the times {t0, t1, ...}. Figure 2 shows the relationship
between ∆Q generative models, observations, and expected
value descriptions of observations.

Given a model M, we can choose to sample the model at
any set of times {t0, ..., tn}. Suppose the goal is to capture the
performance of a specific application across the network. In
that case, it makes sense to select a set of sampling times
that reflect the pattern of packet arrivals generated by the
application in question. Having decided on a set of sampling
times, generating a set of observations from M amounts to
running the model forward from a starting state. We can
generate trajectories through the model by randomly selecting
which edge to transverse according to the probabilities of
P and dwelling in state s according to a random sample
from T (s). When t0 amount of time has been simulated, we
generate a latency (or loss!) value ot0 according to the ∆Q of
the state the model happens to be in at time t0, s(t0).

B. Computing the average service time

Given a model M, what is the average service time? Here,
Kendall’s methods come to the rescue [12]. The rationale for
using a ∆Q generative model is to get higher fidelity de-
scriptions of network performance than what can be achieved

with time-average methods. However, knowing the long-term
average delay can still be helpful. The average service time
can be used to decide what the utilization factor (the value
of ρ) is for a given arrival pattern, and it can be used to find
the maximum long-term average throughput of the interface.
The transition matrix P contains the information we need to
evaluate which state the system is in immediately after chang-
ing state because P defines an embedded Markov chain. We
find the steady-state of the state distribution of the embedded
Markov chain by computing the eigenvectors of the transition
matrix and choosing the (normalized) eigenvector with the
largest eigenvalue. Because the time spent in each state is not
equal, we need to weigh the steady-state distribution of the
embedded Markov chain by the average time spent in each
state (this is given by T ) to find the probability of finding the
system in each state at a randomly sampled point in time.

Having calculated how likely it is to find the system in
each of its possible states at a random point in time, we
can use the probabilistic choice operator for ∆Q values [18]
to compute the steady-state ∆Q. We denote the long-term
average quality attenuation by ∆QM. We can think of this
as the quality attenuation we expect to observe if we do not
have any information about the state of M. The average of a
∆Q value is infinity if there is a non-zero chance of packet
loss. However, we can also think of a ∆Q value as describing
the time it takes a network interface to process a packet. From
this perspective, it makes sense to specify the duration of a
loss, that is, the amount of time it takes to fail to transmit a
packet. We define the average of a ∆Q value in equation 2,
where Dloss is the latency distribution over processing times
for lost packets.

E[∆Q] = avg(P (t))∗(1−P (∞))+P (∞)∗avg(Dloss) (2)

The average of ∆QM, E[∆QM], is the average service time
of the model M. The long-term average throughput of M is,
therefore, 1

E[∆QM]
times the average payload size of a packet.

Given a specific arrival pattern, we can use the average service
time to compute the utilization ρ.

IV. AN EXAMPLE MODEL:
COMPUTING NECESSARY QUEUING DELAY

In this section, we work through a concrete example show-
ing both how ∆Q generative models can be used and how
they provide value. We describe the simplest model that
adds more temporal structure than a steady-state approach,
and show how the chosen example can inform buffer sizing
decisions in real-world scenarios. We analyze the model both
mathematically and using Monte Carlo simulation. The Monte
Carlo simulation method applies to all ∆Q generative models.
In contrast, the mathematical analysis only works in this
case because the chosen model is simple enough to facilitate
tractable mathematics. We show that both methods of analysis
produce the same results.
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Observations
{oi}

Observation sequence
{(ti, oti)}

∆Q generative model
M

Expected value descriptions:
PDF ({oi}), mean({oi}),

std({oi})

Time is abstracted away Time is explicitly considered

Forget {ti}

Compute E(M)

Learn Sample at {ti}Compute statistics

Fig. 2: The relationships between ∆Q generative models, expected value methods and observations of network performance.

A. Problem statement

This section develops a simple example model, which we
call the square wave approximation, and shows how ∆Q
generative models can be used to reason about the relationship
between queuing delay and throughput. This section shows
that the temporal information captured by the functions T of
the proposed model class can be crucial for good modeling of
network behavior. The mathematical analysis in this section
assumes a fluid-flow approximation of network traffic, whereas
the Monte Carlo simulation uses packetized traffic.

Consider a communications interface capable of sending
information at a maximum rate of C Mbit/s. Periodically, the
interface is disturbed so that capacity drops by a factor 1/r
to C/r Mbit/s. We let the capacity of the interface vary as
a square wave. One reason for choosing a square wave is
that it serves as a bounding worst-case for capacity variations.
The square wave approximation treats capacity changes as
instantaneous step changes and therefore captures the kind of
capacity variation that is most difficult to adapt to. In addition,
a square wave makes the mathematics relatively simple.

We also assume that the interface spends an equal amount of
time at each capacity before the capacity changes again (so the
square wave’s duty cycle is 50%). We normalize all service and
arrival time values by treating them as multiples of the service
time at the maximum rate. The described service pattern is
labeled S(t) in Figure 3(a), where normalized service time is
on the y-axis, and time is on the x-axis. We denote the period
of the square wave by κ and the frequency of the square wave
as f = 1

κ . An important observation is that the long-term
average latency distribution for the proposed service pattern is
the same for all values of κ. Figure 4 shows the model as a
state transition diagram.

We assume a traffic flow is attempting to utilize the varying
capacity interface fully. A reasonable strategy for achieving
100% utilization is to send packets at a constant rate equal
to the average rate of the link. This strategy maximizes link
utilization while avoiding the need to phase-match sender rate
variations with the variations of the bottleneck interface.

B. Analysis

The average service rate, Cavg , of the square wave is the
average of the two rates C and C/r, calculated as shown in
equation 3.

(a) Time per arrival and per service

0 κ 2κ

Time

− r−1
r+1

0

r−1
r+1

q̇(t)

q(t)0

(r−1)κ
(r+1)2

(b) Queue depth and queue growth rate

Fig. 3: A square-wave service pattern with constant arrival rate
at the average service rate, and plots of the resulting q(t) and
q̇(t).

∆Qs0 = 1/C ∆Qs1 = r/C

T (s0) = κ/2

T (s1) = κ/2

Fig. 4: The example model. The probabilities P (s0, s1) =
P (s1, s0) = 1 have been left out to improve readability.

Cavg =
C + C

r

2
=

rC + C

2r
=

(r + 1)C

2r
(3)

The average service time when the interface is running at
100% capacity is proportional to 1/C, as shown by equation 4.
For a general ∆Q generative model, the method described in
section III-B can be used to calculate the average service rate
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and consequently also the constant arrival rate that achieves
100% utilization.

A(t) = avg(S(t)) =
1

Cavg
=

2r

(r + 1)C
=

2r

r + 1

1

C
(4)

Figure 3(a) shows per-packet arrival and service time for
the case where time per arrival is 2r/(r + 1), which is the
average value of the service time at 100% utilization. Given
that the values for the arrival and service times are expressed
as multiples of 1/C, we can compute values for the length
of the queue at the interface. The queue grows or shrinks
at a rate defined by equation 5. Because the packet arrival
rate is kept constant, the length of the queue measured in
seconds is the integral of equation 5 over time, with the caveat
that queue delay cannot become negative. Equation 6 shows
how to compute the value of q(t) assuming q(0) = 0 and
taking into account that the queue depth cannot be negative.
Figure 3(b) shows values for the derivative of the queue depth,
q̇(t), and the queue depth, q(t). Because the factor 1/C is
present in both the numerator and denominator of equation 5,
the growth rate of the queue is independent of C. However,
for this analysis to be a good approximation to real networks
where data is transmitted as packets where each packet uses
a single rate, we require that the duration of single packet
transmissions at the slowest rate is much smaller than κ

2 .

q̇(t) =
Service time − Time per arrival

Service time
=

S(t)−A(t)

S(t)
(5)

q(t) =

∫ t

0

S(t)−A(t)

S(t)
dt−min(0,min

∫ t

0

S(t)−A(t)

S(t)
dt)

(6)
For the case of a square wave service rate and 100% link

utilization, the maximum queue size is equal to the size of the
green area (or 1/r the size of the red area) in figure 3(a), as
expressed in equation 7.

max(q) =

(
2r

r + 1
− 1

)
κ

2
=

(r − 1)κ

(r + 1)2
(7)

Figure 5 shows the peak delay at 100% utilization (ρ = 1)
for different values of f = 1/κ and r. The plot represents
the minimum delay that must be accepted for a constant-
rate arrival pattern to achieve 100% utilization of the modeled
interface with no packet losses. It is possible to achieve lower
delays, but that requires either lowering utilization, accepting
packet losses, or a combination of these.

If we select a target peak delay, ⌈q⌉, and insist on no packet
loss, how much must we reduce utilization to achieve our
goals? Inspecting figure 6(b) we can see that in the interval
from time 0 to κ/2, our target peak delay means we must limit
the slope at which the queue grows. Assuming the queue is
empty at time 0, we can derive equation 8. Observe that q(t)
is a straight line in the interval 0 to κ/2, and that S(t) = r
in the interval 0 to κ/2. Since the derivative q̇(t) is given by
S(t)−A(t)

S(t) , equation 8 follows.

Fig. 5: Peak queuing delay as a function of the frequency
of capacity changes for different values of r with 100% link
utilization

⌈q⌉ = κ

2
∗ S(t)−A(t)

S(t)
=

κ(r −A(t))

2r
(8)

Now, we solve equation 8 for A(t), and arrive at equation
9. We can now compute the maximum average value for A(t)
which, given r and κ, keeps the peak delay below a certain
target value ⌈q⌉ (here we assume ⌈q⌉ is less than the maximum
q(t) of equation 7).

A⌈q⌉(t) = r(1− 2⌈q⌉f) (9)

Reducing the arrival rate below the average service rate
will reduce link utilization, but how much? We now derive
an expression for the link utilization as a function of ⌈q⌉. Let
link utilization be defined as the achieved fraction of maximum
average throughput. Since throughput is inversely proportional
to the per-packet processing time, utilization can be expressed
in terms of the average per-packet arrival times A(t) and
A⌈q⌉(t). Equation 10 gives the link utilization fraction as a
function of r, f and ⌈q⌉.

U⌈q⌉ =
A(t)

A⌈q⌉(t)
=

(2r)/(r + 1)

r(1− 2⌈q⌉f)
=

2

(1− 2⌈q⌉f)(r + 1)
(10)

Figure 7 shows the value of U⌈q⌉ for different values of r
and ⌈q⌉. As we can see, the link utilization drops rapidly when
the frequency of capacity changes drops below the threshold
where ⌈q⌉ becomes smaller than the max(q) of equation 7.
Conversely, achieving high link utilization when ⌈q⌉ is small
puts requirements on the frequency of capacity changes.

For a general ∆Q generative model, it may not be possible
to derive an equation for the trade-off between utilization and
⌈q⌉. It is, however, possible to run a Monte Carlo simulation at
different utilization levels and plot the resulting peak queuing
delays. Figure 8 shows both analytical results and the results
of a Monte Carlo simulation for the case where r = 2 and
f = 100 Hz. The analytical results are derived by solving
equation 10 for ⌈q⌉ and inserting values for r, f and U⌈q⌉. The
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(a) Time per arrival and per service

0 κ 2κ

Time

− r−1
r+1

0

r−1
r+1

q̇(t)

q(t)0

dqe

(r−1)κ
(r+1)2

(b) Queue depth and queue growth rate

Fig. 6: A square-wave service pattern with constant arrival rate
at the average service rate, and plots of the resulting q(t) and
q̇(t) when delay is bounded at ⌈q⌉

0 100 200 300 400 500

Frequency

0.5

0.6

0.7

0.8

0.9

1.0

U
dq
e

r = 2, dqe = 0.01s

r = 2, dqe = 0.001s

r = 3, dqe = 0.01s

r = 3, dqe = 0.001s

Fig. 7: Maximum utilization that keeps peak delay below ⌈q⌉
as a function of square wave frequency

simulation is performed using a discrete event simulator. Simu-
lations are run for two seconds of simulated time, accounting
for 200 periods at the selected 100Hz frequency. The peak
packet rate is set to 81000 packets a second in the simulator,
corresponding to a typical 1 Gb/s link with maximum packet
size of 1500 bytes. Since this particular model is deterministic,
there is no need to run multiple random seeds, but this would
obviously be necessary in the general case.

V. DISCUSSION

We can sum up the results of our analysis as follows:
We have derived expressions to quantify the relationship
between delay and utilization when the service rate varies
as a square wave, and no packets are lost. Additionally, we

0.0 0.2 0.4 0.6 0.8 1.0

Utilization

0.0000

0.0005

0.0010

0.0015

P
ea

k
la

te
n

cy
(s

)

Simulated r=2 f=100

Analytical result

Fig. 8: Peak latency as a function of utilization assuming no
packet loss

have shown that a Monte Carlo simulation-based approach
applicable to all ∆Q generative models produces the same
results as mathematical analysis of the square wave model.

We believe the square wave model is a reasonable first-order
approximation to the behavior of network interfaces where
transmit rate is uncertain. There are many examples of bearers
subject to capacity variations on many different timescales
in the current Internet. WiFi rates vary based on channel
conditions, and effective PON and DOCSIS rates vary based
on how many time slots a user is assigned. Both the channel
conditions and the time-slot allocation can change in 4G, 5G,
and in WiFi networks since WiFi 6. There is no reason to
believe a square wave service pattern is particularly common
in these network technologies. However, since the analysis is
applicable to single periods of duration κ, the results may
be reasonable approximations for temporary capacity drops
of duration κ/2. This makes our results a potentially helpful
point of reference for designing queuing policies and tuning
end-to-end congestion control algorithms running over these
technologies.

Congestion control algorithms such as TCP [1] or QUIC
[2] can react and adapt to changes in network capacity. These
algorithms observe end-to-end behavior such as packet loss
and latency, make inferences about the capacity of the end-to-
end connection, and adjust their transmission rate accordingly.
One might argue that the presence of congestion control
algorithms invalidates our assumption of a constant arrival
rate at the average service rate. However, because of signaling
delay, these algorithms cannot react immediately to changes
in network capacity. We believe our conclusions about the
coupling between queuing delay, packet loss, and utilization
are good approximations when κ/2 is smaller than the round-
trip time, even in the presence of end-to-end congestion con-
trollers. Round-trip times in the Internet are often on the order
of tens to hundreds of milliseconds, and so for the purposes of
analyzing Internet applications, results for frequencies above
10 Hz seem reasonable.
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VI. CONCLUSION

We have defined a novel class of models for reasoning
about variations in network quality and described the basic
algorithms needed to work with the models. Our results
show that the models capture features that are important for
buffer sizing. ∆Q generative models define a general format
for describing network capacity variations. Such a format
may serve as the interface between real-world networks and
theoretical modeling and analysis because the model class can
facilitate stochastic descriptions of recorded network traces.
More work is needed to realize this possibility. Future work
will explore machine learning of ∆Q generative models, and
implement emulation of network behavior in a testbed based
on ∆Q generative models. Learned models may pick up on
sources of capacity variation that are not typically modeled in
simulation studies, and thereby add to the robustness of results
from simulation and emulation studies.
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