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Abstract—We present a framework that lets a service provider achieve end-to-end management objectives under varying load. Dynamic control actions are performed by a reinforcement learning (RL) agent. Our work includes experimentation and evaluation on a laboratory testbed where we have implemented basic information services on a service mesh supported by the Istio and Kubernetes platforms. We investigate different management objectives that include end-to-end delay bounds on service requests, throughput objectives, and service differentiation. These objectives are mapped onto reward functions that an RL agent learns to optimize, by executing control actions, namely, request routing and request blocking. We compute the control policies not on the testbed, but in a simulator, which speeds up the learning process by orders of magnitude. In our approach, the system model is learned on the testbed; it is then used to instantiate the simulator, which produces near-optimal control policies for various management objectives. The learned policies are then evaluated on the testbed using unseen load patterns.

Index Terms—Performance management, reinforcement learning, service mesh, digital twin

I. INTRODUCTION

End-to-end performance objectives for a service are difficult to achieve on a shared and virtualized infrastructure. This is because the service load often changes in an operational environment, and service platforms do not offer strict resource isolation, so that the resource consumption of various tasks running on a platform influences the service quality.

In order to continuously meet performance objectives for a service, such as bounds on delays or throughput for service requests, the management system must dynamically perform control actions that re-allocate the resources of the infrastructure. Such control actions can be taken on the physical, virtualization, or service layer, and they include horizontal and vertical scaling of compute resources, function placement, as well as request routing and request dropping.

The service abstraction we consider in this paper is a directed graph, where the nodes represent processing functions and the links communication channels. This general abstraction covers a variety of services and applications, such as a network slice on a network substrate, a service chain on a softwarized network, a micro-service based application, or a pipeline of machine-learning tasks. We choose the service-mesh abstraction in this work and apply it to micro-service based applications.

In this paper, we propose a framework for achieving end-to-end management objectives for multiple services that concurrently execute on a service mesh. We apply reinforcement learning (RL) techniques to train an agent that periodically performs control actions to reallocate resources. A management objective in this framework is expressed through the reward function in the RL setup. We develop and evaluate the framework using a laboratory testbed where we run information services on a service mesh, supported by the Istio and Kubernetes platforms [1],[2]. We investigate different management objectives that include end-to-end delay bounds on service requests, throughput objectives, and service differentiation.

Training an RL agent in an operational environment (or on a testbed in our case) is generally not feasible due to the long training time, which can extend to weeks, unless the state and action spaces of the agent are very limited. We address this issue by computing the control policies in a simulator rather than on the testbed, which speeds up the learning process by orders of magnitude for the scenarios we study. In our approach, the RL system model is learned from testbed measurements; it is then used to instantiate the simulator, which produces near-optimal control policies for various management objectives, possibly in parallel. The learned policies are then evaluated on the testbed using unseen load patterns (i.e. patterns the agent has not been trained on).

We make two contributions with this paper. First, we present an RL-based framework that computes near-optimal control policies for end-to-end performance objectives on a service graph. This framework simultaneously supports several services with different performance objectives and several types of control operations.

Second, as part of this framework, we introduce a simulator component that efficiently produces the policies. Through experimentation, we study the tradeoff of using the simulator versus learning the policies on a testbed. We find that while we lose some control effectiveness due to the inaccuracy of the system model we gain by significantly shortening the training time, which makes the approach suitable in practice.

Note that, when developing and presenting our framework, we aim at simplicity, clarity, and rigorous treatment, which helps us focus on the main ideas. For this reason, we choose a small service mesh for our scenarios (which still includes key complexities of larger ones), we consider only two types of control actions, etc. Our plan is to refine and extend the framework in future work, as we lay out in the last section of
We consider application services built from microservice components, whereby each component performs a unique function. A service request traverses a path on a directed graph whose nodes offer microservices. Figure 1(a) shows a directed graph with a general topology of a microservice architecture, which we call a service mesh. A service is realized as a contiguous subgraph on the service mesh.

While the framework we present in this paper applies to the general service mesh of Figure 1(a), we focus the discussion and experimentation on the smaller configuration shown in Figure 1(b). An incoming service request from a client is processed first by the front node, before being routed to one of the two processing nodes. The processing result is sent to the responder node which sends it to the client.

We consider two services \( S_i \) with different resource requirements on the processing nodes. In the configuration in Figure 1(b), both processing nodes can process requests from both services. We express the service quality in terms of end-to-end delay \( d_i \) of a service request, the carried load of a service \( l_i^c \) (which we also call the throughput of the service), or the utility \( u_i \) generated by a service.

In order to control the service quality, our framework includes control actions. In this work, we consider request routing expressed by \( p_{ij} \in [0,1] \) which indicates the fraction of requests of service \( i \) routed to processing node \( j \). In addition, we consider blocking service requests at the front node at the fraction \( b_i \in [0,1] \).

Central to this work are management objectives, which capture the end-to-end performance objectives for the services on a given service mesh. These objectives include client requirements, as well as provider priorities. To present and evaluate our framework, we focus on the following three management objectives. See Table 1 for notation.

**Management Objective 1 (MO1):** the response time of a request of service \( i \) is upper bounded by \( O_i \) and the overall carried load is maximized:

\[
\text{maximize } \sum_i l_i^c \text{ while } d_i < O_i
\]  

**Management Objective 2 (MO2):** the response time of a request of service \( i \) is upper bounded by \( O_i \) and the sum of service utilities is maximized:

\[
\text{maximize } \sum_i u_i \text{ while } d_i < O_i
\]  

**Management Objective 3 (MO3):** the response time of a request of service \( i \) is upper bounded by \( O_i \), the carried load \( l_i^c \) of service \( i \) is maximized, while service \( k \) is prevented from starving (i.e., by specifying a lower threshold \( l_{\text{min}} \) for service \( k \)):

\[
\text{maximize } l_i^c \text{ while } d_i < O_i \text{ and } l_k^c > l_{\text{min}} \text{ } i \neq k
\]  

For the management objective M1, M2, or M3, we solve the following problem for the configuration in Figure 1(b). Given the offered load of service \( i \), and the response time \( d_i \), we need to find the control parameters \( p_{ij} \) and \( b_i \). We obtain these parameters through reinforcement learning where they represent the optimal policy.

Following the reinforcement learning approach, we formalize the above problem as a Markov Decision Process (MDP), which is a well-understood model for sequential decision making [3][4]. The elements of this formalization for the scenario in Figure 1(b) are:

**State space:** The state at time \( t \) includes the response time and offered load of the services running on the service mesh: \( s_t \in \{(d_{i,t}, l_{i,t}) \in \mathbb{R}^{2m} | i = 1, \ldots, m \} = \mathcal{S} \), where \( m \) is the number of services.
**Action/control space:** The action at time $t$ is a vector of the control parameters: $a_t \in \{b_{i,t}, p_{i,t,j} | i = 1, \ldots, m, j = 1, 2\} = \mathcal{A}$.

**System model:** This model provides the new state when specific action is taken in a given state:

$$
(d_{i,t+1}, l_{i,t+1}) = f(d_{i,t}, l_{i,t}, b_{i,t}, p_{i,t,j}, j = 1, 2) \quad i = 1, \ldots, m
$$

(4)

Since we train the policy on a known load pattern, the system model we must learn can be simplified, as we argue in Section IV.

**Reward function:** The reward function expresses the management objective in the reinforcement learning context. The reward functions of all three management objectives are detailed in Section IV.

Learning an effective or close-to-optimal policy on a real system is often infeasible due to the time it takes for the system to reach a new stable state after an action. On our testbed, training a reinforcement learning agent can require days or even weeks as we show in Section V. For this reason, our framework includes two systems. The first is a lab testbed, on which the system model is learned. The second is a simulation system, which is instantiated with the system model and on which the optimal policy is learned. The learned policy is then transferred to the testbed where it can be evaluated [5].

### III. TESTBED AND REQUEST GENERATION

Our testbed at KTH includes a server cluster connected through a Gigabit Ethernet switch. The cluster contains nine Dell PowerEdge R715 2U servers, each with 64 GB RAM, two 12-core AMD Opteron processors, a 500 GB hard disk, and four 1 Gb network interfaces. The tenth machine is a Dell PowerEdge R630 2U with 256 GB RAM, two 12-core Intel Xeon E5-2680 processors, two 12-core AMD Opteron processors, a 500 GB hard disk, and twelve 1 Gb network interfaces. All machines run Ubuntu Server 18.04.6 64 bits and their clocks are synchronized through NTP [6]. The orchestration layer and the service mesh are realized using Kubernetes (K8) [2] and Istio [1].

On top of the Istio service mesh, we implemented two information services, which we call service 1 and service 2. Both services, upon receiving request with a key, return a corresponding data item from a database. The difference between the services is the structure of data items and the size of the databases.

Figure 2 shows the implementation of the services on the testbed following the configuration given in Figure 1(b). The front node and the responder node in Figure 1(b) are realized as a single node in Figure 2. All nodes are implemented in Python [7] using Flask [8]. The front node provides the web user interface and the other two nodes provide the content for the information service. Each processing node is implemented as a Kubernetes pod [9].

We implemented a load generator in order to emulate a client population. It is driven by a stochastic process that creates a stream of service requests. We realize two load patterns with this generator.

The *random load pattern* produces a stream of requests at the rate of $l_i(t) \sim \mathcal{U}_{\{5, 10, 15, 20\}}$ requests/second. It changes at every time step to a value drawn uniformly at random from $\{5, 10, 15, 20\}$. A time step is 5 seconds on the testbed. The *sinusoidal load pattern* produces a stream of requests at the rate of $l_i(t) = 12.5 + 7.5 \times \sin(\frac{\pi}{15} t + \phi)$ requests/second.

### IV. SCENARIOS AND EVALUATION SETUP

We study three scenarios that help us evaluate our approach to efficiently learn effective policies on the testbed for different management objectives. At the core of each scenario is a management objective that captures the intention of the service provider and a reward function that reflects the management objective in the reinforcement learning framework.

**Scenario 1:** We run the two services (i.e., $m = 2$) under management objective 1, where the RL agent attempts to maximize the joint throughput while enforcing constraints on the response times under changing load. The management objective MO1

$\text{maximize } (l_1^2 + l_2^2)$ while $d_1 < O_1$ and $d_2 < O_2$

is implemented through the reward function

$$
r(s_t, a_t) = l_1^2 \times r_1(s_t, a_t) + l_2^2 \times r_2(s_t, a_t)
$$

whereby $r_1$ and $r_2$, depicted in Figure 3 are functions based on $\tanh$, capturing the reward of the average response time during time step $t$ for service 1 and service 2, respectively.

**Scenario 2:** We run the two services (i.e., $m = 2$) under management objective 2, where the RL agent attempts to
maximize the sum of the utility functions $u_1$ and $u_2$ while enforcing constraints on the response times under changing load. The management objective MO2 for this case is

$$\text{maximize } (u_1 + u_2) \text{ while } d_1 < O_1 \text{ and } d_2 < O_2$$

In this scenario, the service provider gives priority to service 2 over service 1 by setting $u_2 = 5 \times l_2^i$ and $u_1 = l_1^i$. This objective is achieved by maximizing the reward function

$$r(s_t, a_t) = l_2^i \times r_1(s_t, a_t) + 5 \times l_2^i \times r_2(s_t, a_t)$$

where $r_1$ and $r_2$ are defined above.

**Scenario 3:** We run the two services (i.e., $m = 2$) under management objective 3, where the RL agent attempts to maximize the throughput of service 2 while enforcing constraints on the response time of service 2 and guaranteeing a minimum throughput of $l_1^{min}$ to service 1 under changing load. The management objective MO3:

$$\text{maximize } l_2^i \text{ while } d_2 < O_2 \text{ and } l_1^i > l_1^{min}$$

Like in scenario 2, the service provider gives priority to service 2 over service 1 but prevents service 1 from starving. This objective is achieved by maximizing the reward function

$$r(s_t, a_t) = l_2^i \times r_3(s_t, a_t) + r_2(s_t, a_t)$$

where $r_3$ is a function based on tanh, capturing the reward of the carried load during time step $t$ for each service.

Common to all scenarios is the reinforcement learning model. The state of the system at time $t$ is

$$s_t = (d_{1,t}, d_{2,t}, l_{1,t}, l_{2,t})$$

The action the agent takes at time $t$ is

$$a_t = (p_{11,t}, p_{21,t}, l_{1,t}, b_{2,t})$$

We discretize the action space, which facilitates estimating the highest achievable performance of the system. We discretize every component of the action space by allowing six values so that

$$A = \{[0, 0, 0, 0], [0, 0, 0, 0.2], [0, 0, 0, 0.4], ..., [1.0, 1.0, 1.0, 1.0]\}$$

**System model:** We learn the system model through testbed observation and supervised learning. Measurements on the testbed suggest that the delay at time step $t + 1$ does not depend on the delay at time step $t$. Therefore, the system model in Equation 4 simplifies to

$$(d_{1,t+1}, d_{2,t+1}) = f(l_{1,t}, l_{2,t}, p_{11,t}, p_{21,t}, l_{1,t}, b_{1,t}, b_{2,t}) \quad (5)$$

**Optimal policy:** To obtain the optimal policy for a given state, we compute the rewards of all possible actions using the system model. We call the highest reward the optimal reward, and the actions giving this reward determine the optimal policy.

**Evaluation metric:** The metric measures to which extent the management objective is met in a specific scenario. We define it as the average of the obtained reward divided by the optimal reward and call it ANR (Average Normalized Reward):

$$ANR = \frac{1}{T} \sum_{t=1}^{T} \frac{\text{obtained reward}(t)}{\text{optimal reward}(t)} \quad (6)$$

The value of this metric is between 0 and 1. 1 means the management objective is always met. Sometimes, we measure the performance of the agent for specific time step $t$ and call this metric Normalized Reward (NR) at time $t$.

**Learning the system model:** We run both services on the testbed under varying load, whereby at each time step $t$ the load for both services changes independently, taking values uniformly at random from the set $\{5, 10, 15, 20\}$ requests per second. Each time step is 5 seconds. In addition, actions are taken randomly from the action space $A$. We run the system for 45,453 time steps and collect the data $(d_{1,t}, d_{2,t}, l_{1,t}, l_{2,t}, p_{11,t}, p_{21,t}, b_{1,t}, b_{2,t})$ as a trace.

Taking this trace, we learn the system model using random forest regression [10][11] with input $(l_{1,t}, l_{2,t}, p_{11,t}, p_{21,t})$ and target $(d_{1,t}, d_{2,t})$. The same system model is used to learn the control policies for all management objectives.

**Learning the control policies:** We use the Stables Baselines3 library [12] to implement the RL agent, selecting the PPO method. To train the agent, we choose a neural network of size $[64, 64]$, a batch size of 64, a distance between updates of 1024 steps, the learning rate $\alpha = 0.001$, and the discount factor $\gamma = 0$. We find that the number of iterations for the agent to converge is scenario-specific and is in the order of 10,000.

V. Evaluation results and discussion

**Training the RL agent:** Control policies are learned on a simulator which acts as the environment for the RL agent. At each time step, the simulator determines the current load and executes the function of the system model (Equation 5). Note that this simulator is very different from a discrete event simulator.

When the simulation starts, the agent is initialized with a random policy. During a simulation run, we track the learning process by monitoring the reward and the $ANR$ (Equation 6). We terminate the simulation when these metrics have sufficiently converged. We need to train the agent for each management objective separately, because a control policy is specific to an objective. However, control policies can be computed in parallel.

**Evaluation of learned policies:** First, we evaluate a learned policy on the simulator. Given a management objective and a related scenario, we run the scenario for both load patterns (see Section III) and measure the $ANR$. Since the random load pattern has been used for training the agent, we expect close to optimal performance. The sinusoidal load pattern has not been seen by the agent and allows us to assess how the policy generalizes to unseen load.

Second, we evaluate the learned policy on the testbed. We run
each scenario on the testbed for both load patterns. Like above we measure the performance of the RL agent by computing the ANR. Comparing the performance of the RL agent on the simulator with that on the testbed gives us an indication of the accuracy of the learned system model.

**Evaluation Scenario 1:** We run the simulator for Scenario 1. For each time step, the simulator computes the current load for both services, executes the RL agent to obtain the control vector, determines the related reward, and computes the new state. During the simulation run, we compute the ANR and produce the learning curve shown in Figure 4. We see from the curve that the agent learns an increasingly effective policy. The ANR value approaches 0.98 after some 2000 time steps.

Figure 5(a) shows the offered and carried load for both services during a time interval of the 150 time steps. We observe that the agent blocks some of the requests of service 2 but none of service 1. Figure 5(b) shows the performance of the agent in NR for the same time period. We see that there are time intervals where the policy is not optimal, i.e. NR < 1. We explain this by the fact that the learned policy did not fully converge during the training period and by the probabilistic behavior of the PPO agent.

Figure 6 relates to Scenario 1 under the unseen, sinusoidal load pattern during an interval of 400 time steps. This experiment allows us to evaluate to which extent the learned policy generalizes to an unseen load pattern. Similar to Figure 5, Figure 6(a) shows the offered and carried load for both services, and Figure 6(b) depicts the performance of the agent for the same time period. We observe that, as with the random load pattern, the agent sometimes blocks requests of service 2 when the system experiences high load. Also, we see that the NR value can be lower than 1 and can change significantly over time. We explain the sudden changes with the discretized action space, which limits the actions the agent can take.

Figure 7 shows the performance of the agent on the testbed for Scenario 1. Figure 7(a) gives the NR values for a time window under the random load pattern, and Figure 7(b) shows the same metric under the sinusoidal load pattern. Surprisingly, the NR is sometimes larger than 1, which seems to contradict its definition (Equation 6). When checking the data, we find that the optimal reward is wrongly computed if this happens, because of the inaccuracy of the system model.

Due to lack of space, we do not include the detailed evaluation of Scenarios 2 and 3, which relate to management objectives 2 and 3. One notable observation is that the RL agent often takes different actions for the same load pattern when the management objective is different. An example can be seen in Figure 8, which shows the offered and carried load under the sinusoidal load pattern on the simulator for management objective 2. This objective prioritizes service 2 over service 1. We see that the agent blocks some requests of service 1 but none of service 2 between time steps 150 and 230. In contrast, Figure 6(a) shows a case where requests of service 2 are dropped but none of service 1, for the same load pattern. The reason for the difference is that management objective 1 differentiates between services according to their respective resource consumption, while management objective 2 differentiates according to their respective utility.
overall training time. For the studied scenarios, this requires some $2 \times 10^4$ measurement rounds, each lasting a time step of 5 seconds, resulting in 28 hours of monitoring time.

Hyper-parameters tuning and learning effective policy for all scenarios on the testbed needs 2,499 hours. However, this time can be reduced to an hour on the simulator. Therefore, the training time is reduced by a factor of at least 86. The reduction in time is achieved at the cost of reducing the policy effectiveness by 0.11 $ANR$.

**Table 2**

Performance of RL agent in all scenarios, running on the simulator and the testbed. Values are given in $ANR$. A value of 1 means optimal performance where the management objective is met at all times.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Environment</th>
<th>Load pattern</th>
<th>$ANR$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>simulation</td>
<td>random</td>
<td>0.99</td>
</tr>
<tr>
<td>2</td>
<td>simulation</td>
<td>sinusoidal</td>
<td>0.95</td>
</tr>
<tr>
<td>3</td>
<td>testbed</td>
<td>random</td>
<td>0.85</td>
</tr>
<tr>
<td>4</td>
<td>testbed</td>
<td>sinusoidal</td>
<td>0.90</td>
</tr>
<tr>
<td>2</td>
<td>simulation</td>
<td>random</td>
<td>0.96</td>
</tr>
<tr>
<td>2</td>
<td>simulation</td>
<td>sinusoidal</td>
<td>0.91</td>
</tr>
<tr>
<td>2</td>
<td>testbed</td>
<td>random</td>
<td>0.81</td>
</tr>
<tr>
<td>2</td>
<td>testbed</td>
<td>sinusoidal</td>
<td>0.80</td>
</tr>
<tr>
<td>3</td>
<td>simulation</td>
<td>random</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>simulation</td>
<td>sinusoidal</td>
<td>0.97</td>
</tr>
<tr>
<td>3</td>
<td>testbed</td>
<td>random</td>
<td>0.85</td>
</tr>
<tr>
<td>3</td>
<td>testbed</td>
<td>sinusoidal</td>
<td>0.80</td>
</tr>
</tbody>
</table>

**VI. RELATED WORK**

Table 3 lists recent works that relate to the discussion in this paper. The table categorizes the works based on the applied approach, the service abstraction, the resource management function, and the environment in which the agent learns the policy. Many papers use reinforcement learning to control resource management functions [13][15][14][16]. Also, while all papers use a directed graph as service abstraction, some of them specifically consider a microservice-based service mesh, like us in this work [13][15][18][19][20][16][17]. Some works are based on implementation [18][20], while the rest use only simulation studies for evaluation [13][15][19][14][16][17]. [14] is similar to our work in the sense that the system model is learned from measurements. [15] is close to our approach since the authors consider several end-to-end performance objectives.

All works in Table 3 study one or more resource management functions, such as scaling, placement, or routing, for a particular use case. When designing a function, the authors associate a performance objective like restricting end-to-end delays for a routing function. We take a different approach with our framework: we start with an end-to-end performance objective and direct the set of resource management functions to jointly meet it. The RL agent takes a combination of actions to meet the objective, whereby one type of action corresponds to one resource management function. For instance, in the scenarios we study in this paper, an end-to-end delay objective is achieved through request routing and blocking. It could as well be achieved through scaling or through a combination of all three functions. In this sense, our approach is top-down and
TABLE 3
Related work

<table>
<thead>
<tr>
<th>Paper</th>
<th>Control through RL</th>
<th>RL System model</th>
<th>Service abstraction</th>
<th>Resource management function</th>
<th>Simulation Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13], Rossi 2020</td>
<td>yes</td>
<td>learned from measurements</td>
<td>service mesh</td>
<td>scaling</td>
<td>simulation</td>
</tr>
<tr>
<td>[14], Chinchal 2018</td>
<td>yes</td>
<td>learned from measurements</td>
<td>cellular network</td>
<td>routing</td>
<td>simulation</td>
</tr>
<tr>
<td>[15], Schneider, 2021</td>
<td>yes</td>
<td>simulation study only</td>
<td>service chain</td>
<td>routing and placement</td>
<td>simulation</td>
</tr>
<tr>
<td>[16], Grag 2021</td>
<td>yes</td>
<td>simulation study only</td>
<td>service mesh</td>
<td>placement</td>
<td>simulation</td>
</tr>
<tr>
<td>[17], Ashok 2021</td>
<td>no</td>
<td>-</td>
<td>service mesh</td>
<td>cross-layer routing</td>
<td>simulation</td>
</tr>
<tr>
<td>[18], Rajib Hossein 2022</td>
<td>no</td>
<td>-</td>
<td>service mesh</td>
<td>scaling</td>
<td>implementation</td>
</tr>
<tr>
<td>[19], Yu 2020</td>
<td>no</td>
<td>-</td>
<td>service mesh</td>
<td>scaling</td>
<td>simulation</td>
</tr>
<tr>
<td>[20], Lin 2021</td>
<td>no</td>
<td>-</td>
<td>service mesh</td>
<td>orchestration</td>
<td>implementation</td>
</tr>
<tr>
<td>This paper</td>
<td>yes</td>
<td>learned from measurements</td>
<td>service mesh</td>
<td>routing and blocking</td>
<td>simulation and implementation</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS AND FUTURE WORK

We demonstrated how end-to-end management objectives under varying load can be met through periodic control actions performed by a reinforcement learning agent. By computing near-optimal control policies on a simulator, effective control on a testbed could be achieved in several scenarios with applications on a service mesh, which suggests that the approach and framework we propose is practical. As mentioned in the introduction section, we kept the setup and scenarios simple in order to focus on the totality of the framework. Our planned work includes refinement and extension of the framework towards applicability in practice.
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