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Abstract—Enabling ultra high speed wireless communication, Extreme High Frequency (EHF) or Millimeter Wave (mmWave) bands will play a significant role for the 5G. Apart from speed, 5G will be very useful for handling great amounts of data simultaneously and serving bandwidth hungry applications as well. Ultra high quality and ultra fast video streaming will be one of those applications that will be made possible by 5G. While serving bandwidth hungry applications with ease will be an important development and maximizing throughput is most of the time the main goal in a network, it is also important to make sure that no other application starves. In order to prevent such a situation, fair bandwidth allocation should be considered in wireless communications. We simulated a max-min fair bandwidth allocation scenario in a mmWave radio cluster, where a radio cluster is a set of base stations connected to a main hub over 60 GHz radio links. We ran experiments with different path loss exponent values with increasing number of base stations to examine the effects of topology complexity and radio signal loss on the optimization time and on the overall network throughput while maintaining max-min fair allocation. The results showed that as the topology becomes more complex, the problem takes longer to solve. However, the overall network throughput increases. In addition, our model has achieved a decent quantitative fairness level as shown by Jain’s index values, which are always more than 0.5 on a scale of 0 to 1 with respect to the topology complexity and the number users.

Index Terms—5G New Radio, Max-Min Fairness, Bandwidth Allocation

I. INTRODUCTION

The fifth generation of telecommunication technology (5G) is already on air with plenty of more research yet to conduct. Differently from the previous generations, 5G introduces a new paradigm in the wireless communication domain where the digital transformation of virtually every vertical industry is directly affected [1]. The main use cases of 5G can be grouped into three categories: Extreme Mobile Broadband (eMBB), Ultra Reliable Low Latency Communications (URLLC) and massive Machine Type Communications (mMTC) [2]. In order to satisfy the requirements of various applications, 5G New Radio (NR) has been introduced [2]. 5G NR is made up of two frequency ranges (FR): FR1, or sub 6 GHz range, and FR2, or millimeter-Wave (mmWave) range [2]. Among the three main use case families, eMBB is mainly enabled by the mmWave communication, as mmWave introduces the usage of higher frequency bands up to 100 GHz which allow data rates of Gbps more easily than the sub 6 GHz frequencies [3]. Bandwidth hungry applications such as full HD video streaming or AR/VR applications will be facilitated by 5G. While being able to serve bandwidth hungry applications in very high rates is a desirable situation in terms of resource utilization, maximizing throughput and increasing quality of experience (QoE) of end users, there is a risk that these applications could cause starvation of others, which do not require much bandwidth. As a result, some other metrics other than throughput or utilization maximization should also be taken into consideration. At this point, fairness in bandwidth allocation becomes a concept necessary to be addressed.

Fairness can be described as fair sharing or allocation of network resources in the context of wireless networking [4]. Although there are various fairness measures, all of them try to allocate network resources to the tenants of the network according to their needs and to prevent starvation of any of them. In this work, we implemented a mixed integer linear program (MILP) to simulate allocation of max-min fair (MMF) bandwidth to users who want to watch on-demand video streams via their 5G-supported devices. These users are connected to 5G base stations (BS) in a given area, which is also called a radio cluster. A radio cluster is a set of BSs connected to a hub (e.g., a BS with a fiber backhaul) over multi-hop 60 GHz links that are prone to environmental changes and more brutal conditions compared to wired connections.

To the best of our knowledge, fair bandwidth allocation in radio clusters is not studied in the literature. Our work is not only the first example which focuses on fair bandwidth allocation in radio clusters, but it also improves a previous MILP formulation of MMF.

Before diving into our problem Max-Min Fair Radio Cluster (MMFRC), we first give the mathematical definition of MMF: A feasible allocation of a resource to \( n \) tenants \( \bar{x}, |\bar{x}| = n \) is max-min fair if and only if an increase in any of the allocation (within the feasible space) results in a decrease in (within the feasible space) an already smaller one. Formally, given any other feasible allocation \( \bar{y}, |\bar{y}| = n \) and \( i \in 1, 2, ..., n; \) if \( y_i > x_i \) then \( \exists i' \) such that \( x_{i'} < x_{i'} \) [4] [5].

It can be stated that MMF in some sense protects smaller allocations against already greater allocations. Hence, it ensures
that each demand in the system has its minimum common share. From that point on, those who can be assigned more of a given network resource will get more according to the available resource capacity without effecting others.

In MMFRC, the network resource we aim to distribute in an MMF fashion is the bandwidth (or flow rate) for video streaming. Hence, the feasible allocation space will be determined by link capacities within the topology, as we cannot allocate more bandwidth to any link than the link capacity allows. At this point, an alternative definition of MMF considering link capacities comes handy while constructing a mathematical optimization problem, since the legacy definition of MMF is not straightforward to model as a linear program constraint. This alternative definition includes the bottleneck link concept [5]. A link $e$ is a bottleneck for a path $p$ if and only if

1) the link $e$ is saturated, i.e. $\sum_i A_{e,i} x_i = c_e$ where $x_i$ is the $i^{th}$ element of the allocation vector $\vec{x}$, $A_{e,i}$ is a binary variable equals to 1 when $x_i$ uses the link $e$ and $c_e$ is the capacity of the link $e$.

2) the flow allocated to path $p$ is greater than or equal to any other flow on the link $e$.

Then, a feasible allocation is max-min fair if and only if each tenant’s path includes at least one bottleneck link [5].

In this work, we implemented a radio cluster as a topology $G(V,E)$ where users are connected to the 5G BSs in this cluster. We allocated bandwidth to those users using the mathematical optimization model we developed. This optimization model ensures max-min fair bandwidth allocation, as well as it is robust and easy to understand and implement. We also showed the correlation between size and complexity of the topology and throughput and time to optimize.

The rest of the paper is organized as follows: In Section II, we will go over the related work on max-min fairness and its applications in wireless networks. Then, in Section III, we will define our problem MMFRC in detail. Section IV will be about conducting experiments and discussion of the results. Finally in Section V and Section VI we will discuss what can be done as future work to improve this study and conclude the paper.

II. RELATED WORK

In order to work on an MMF problem, firstly its mathematical meaning must be understood. Although almost every work in the literature, including this paper, makes the definition of MMF, it is more suitable to start with some tutorial. While Le Boudec makes an easy to understand introduction to the topic and relates it with rate adaptation and congestion control in [5], Nace and Pioro’s tutorial [6] stands out as a comprehensive tutorial for those who want to learn mathematical details of MMF in depth and to gain a holistic view on MMF as a mathematical optimization problem.

Although there are various versions of MMF such as weighted MMF, distributed MMF or multiple path MMF [4], MMF is inherently applied as in a centralized fashion with a predetermined single, unsplittable path. This plain version of MMF was formulated by Tomaszewski in [7] where paths between sources and destinations are assumed to be given. While we were formulating our own optimization problem, we also started from Tomaszewski’s work. However we adopted a modified version of it, as we will show later in this paper.

On the other hand, many of the existing works on MMF also found paths within the optimization problem. For instance, in [8] Coniglio et al. formulated a bilevel programming problem where the first level optimization problem would find a single path for each demand to maximize the network utility function after the second level optimization problem finds an MMF allocation. Treating MMF not as an objective but as a constraint, Amaldi et al.’s work [9] is another example where the routing is also found by the optimization algorithm itself.

In addition, there are also works where MMF was implemented or approximated in multiple path scenarios. Danna et al. presented a new concept, called Upward Max-Min Fairness (UMMF) [10], and converged to by a distributed algorithm, where each path may be MMF on its own but only one of them is the lexicographically greatest (Global MMF). Alalouf and Shavitt developed one centralized and one distributed multiple path MMF algorithms which find globally and locally optimal MMF allocations respectively in [11].

Implementing a max-min fair sharing scheme in wireless networks can be more challenging compared to the wired networks, because concepts like noise, interference, signal attenuation or even mobile nodes should be taken into consideration. In [12], Huang and Bensaou developed distributed algorithms to achieve max-min fair shares in the networks as the nodes are mobile and they lack the overall knowledge of the topology of an ad hoc network at a given time. Zhou and Maxemchuk developed a novel method, which is also independent of the number of nodes, to model naturally occurring bottlenecks (caused by obstacles etc.) in wireless ad hoc networks [13]. A weighted max-min fair scheduling policy has been introduced by Tassiulas and Sarkar in [14], where weights are dynamically adjustable according to the congestion. Finally, Sridharan and Krishnamachari developed a model for max-min fair rate allocation in wireless sensor networks in [15].

III. MAX-MIN FAIR RADIO CLUSTER (MMFRC)

Given a radio cluster modeled as a graph $G=(V,E)$ where $v \in V$ are the BSs and $e \in E$ are the 60 GHz links between the BSs, our aim is to distribute the bandwidth to the users connected to the BSs in a max-min fair fashion.

In our problem MMFRC, we assumed users want to watch videos on-demand and are connected to 5G BSs. We also assumed these 5G BSs as a radio cluster, where there are $N$ BSs in a given area and only one of them, called the main hub, is connected to the core network with a high capacity link. All the other BSs are connected to any other BS in the radio cluster, including to the main hub, over 60 GHz radio links. Users may demand all of the videos via the main hub, however some of the BSs may have cached some of the
In order to distribute bandwidth to users in an MMF way as well as to compute the least cost path between a source and destination pair, we need to know capacity of links and delay between two ends of a link, respectively. This is because link capacities set an upper bound to the flows which is important both for feasibility and fairness. On the other hand, delay values are assigned as edge weights while calculating the least cost path between a demanding and a caching BS (or the main hub). Shannon’s Capacity equation \[ C = B \log_2 \left( 1 + \frac{R_x}{kTB} \right) \] is used to compute the link capacities and the propagation delay is \[ \tau = \frac{d}{c}. \]

\( B \) is the bandwidth around the central frequency (2.16 GHz), \( kTB \) is the thermal noise and \( \frac{R_x}{kTB} \) is signal-to-noise ratio (SNR), \( k \) is the Boltzmann constant and \( T \) is the temperature of the environment (293 K°) as shown in Table I. Once hop-by-hop delays are computed, least cost paths between each pair of BSs can be calculated using Dijkstra’s shortest path algorithm and when the paths are known, MMFRC can be.
formulated into a MILP as follows:

\[
\begin{align*}
\text{maximize} & \quad \sum_p \delta_{ep} x_p = y_e, \forall e \in E \\
\text{subject to} & \quad y_e \leq c_e, \forall e \in E \\
& \quad c_e \theta_{ep} \geq c_e - y_e, \forall e \in E, \forall p \in P \\
& \quad \sum_e \delta_{ep} (1 - \theta_{ep}) \geq 1, \forall p \in P \\
& \quad x_p \delta_{ep} \leq z_e, \forall e \in E, \forall p \in P \\
& \quad c_e \theta_{ep} \geq \delta_{ep} (z_e - x_p), \forall e \in E, \forall p \in P \\
& \quad x_p \geq 0, \forall p \in P \\
& \quad z_e \geq 0, \forall e \in E \\
& \quad z_e \leq y_e, \forall e \in E
\end{align*}
\]

Given the topology \(G(V,E)\), the space size of this MILP problem is \(O(|V| \times |E|)\).

MMFRC formulation above was inspired from [7] and we used a modified version of [7]’s formulation where (1) means that all flows using edge \(e\) must sum up to the total flow allocated to link \(e\), (2) satisfies that the total flow allocated to link \(e\) must not exceed the capacity of that link, (3) is the saturation constraint of the bottleneck link. This constraint means that if a link \(e\) is a bottleneck link for the path \(p\) \((\theta_{ep} = 0)\), then also combined with the constraint above, \(c_e = y_e\). If not, \(\theta_{ep} = 1\), \(c_e \geq c_e - y_e\) which is trivial, (4) is the constraint for the existence of at least one bottleneck link for each path, (5) means that if some flow uses edge \(e\), then its value cannot exceed the maximal flow on \(e\), (6) is the maximal flow constraint of the bottleneck link, that is, the \(x_p\) must be at least as much as any other flow sharing that link if \(e\) is a bottleneck link for \(p\). (7) and (8) puts 0 as the lower bound to \(x_p\) and \(z_e\) respectively, as flow values must be nonnegative. Finally, (9) means that maximal flow on link \(e\) cannot exceed the total flow.

What we did differently from Tomaszewski [7] are the following:

- Instead of (4) above, he used \(\sum_p \delta_{ep} (1 - \theta_{ep}) \geq 1\), which would actually mean that there should exist one bottleneck link on the overall topology but not for each path.
- (5) was originally \(x_p \theta_{ep} \leq z_e\) in Tomaszewski’s work. The reason why we wanted to modify it to (5) was because \(\theta_{ep} = 1\) when \(e\) is not a bottleneck link for \(p\). This includes the situations where \(p\) does not even go over \(e\). In that case, it does not make sense to restrict \(x_p\) by some maximal flow value of an edge which does not belong to \(p\).
- (6) was originally \(c_e \theta_{ep} \geq z_e - x_p\) in Tomaszewski’s work as well. We also modified this formula for the same reason above. Instead, we multiplied the right hand side of the inequality in order to make sure that this constraint would be applicable only if \(e\) is on \(p\).
- (7) was not in the Tomaszewski’s list of constraints. We needed to add it to give a proper upper bound to \(z_e\).

IV. MMFRC SIMULATIONS & RESULTS

In this section, we present the simulation campaign.

A. BS Generation and Role Assignment

We modeled our MMFRC scenario as follows: We assumed a 1 km\(^2\) \((1000 \text{ m} \times 1000 \text{ m})\) urban area to deploy our radio cluster. There are \(n\) 5G BSs whose coordinates are uniform randomly generated in this area, where \(n = 10, 15, \ldots, 50\). Among these \(n\) BSs, the BS with cell id 0 is the main hub (in the middle in Fig. 1), while the remaining \(n - 1\) BSs can either cache videos (called caching BS, the ones with a video icon on top in Fig. 1), or serve to the users who demand to watch a video (called demanding BS, the ones with users as \(U_1, U_2\ldots\) are connected to in Fig. 1) or act as a gateway between other BSs and hence provide the connectivity of the topology. These three roles are assigned to the BSs uniform randomly, as we explain in sequel. There are 10 different videos that can be watched by the users in total. Except for the main hub, which is actually caching all 10 of the videos and hence a caching BS itself, during the generation process all of the BSs are assigned 3 videos to cache with a probability of \([0, 0.2]\). If a BS is chosen to be a caching BS, videos to cache are also determined uniform randomly. If, on the other hand, a BS is not a caching BS, we then check whether it is a demanding BS. With a probability of \([0.2, 0.7]\), a BS is assigned to be a demanding BS. The number of users connected to it, which is in the range \([1, 10]\) and the videos they want to watch are again assigned uniform randomly, where each user is assumed to demand a distinct video. Finally, a BS is not assigned any role with a probability of \([0.7, 1]\). Other than their roles (main hub, caching BS, demanding BS or plain BS), these BSs are assumed to be equipped with identical radio transceivers in terms of transmit power \((T_x = 10 \text{ dBm})\), receiver sensitivity \((\text{RxS} = -98 \text{ dBm})\) and antenna gains \((15 \text{ dBi for both transmitter gain } (G_{tx}) \text{ and receiver gain } (G_{rx}))\).

Fig. 1. Example topology with \(n = 15\)
B. Topology Management

So far what we have is disconnected BSs scattered upon the area. In order to compute the radio links and capacity of them, we first used 1 to compute the received signal \( R_x \) to infer whether two BSs are connected with each other or not. In order to have them connected, \( R_x \) must be at least as much as -98 dBm. Here we assume an undirected graph where the radio link between two BSs is bidirectional. We gave three different values to the path loss exponent \( \eta \). First value is 2, as it is the free space loss exponent [19]. Considering our scenario takes place in an urban area, in order to get more realistic results, we also set \( \eta \) to 2.7 and 3, respectively, where these are two different values \( \eta \) can have in an urban area [19]. Then with the help of 2, we calculated the link capacity and finally 3 gave us the delay between two BSs, where these delay values are assigned as edge weights to the corresponding links. Since we employ highly directional 60 GHz links, we implicitly assume there is no interference from other sources. Therefore, we are done with the generation of the topology \( G = (V, E) \) where \( V \) is the set of nodes (BSs) and \( E \) is the set of weighted edges (radio links with capacity \( c_e \) and weight \( \tau \)).

C. Calculating Paths and Optimizing

The least cost path from each user to the main hub is computed using Dijkstra’s Shortest Path algorithm. Additionally, if some caching BS is caching the demanded video, a least cost path from the source BS to that caching BS is also computed and this way, least cost paths from the demanding BS to any caching BS who has the demanded video are computed. The costs of those least cost path candidates are compared and among them, the minimum one is chosen to be the actual simple, unsplittable, single flow path. Dashed lines in Fig. 1 denote least cost paths of demands. Some of them are connected to the main hub, while some others benefit from the caching BSs as they are closer. Straight lines are also same, however their thickness indicate the traffic density in the links. For instance, \( U_{14} \)'s demand is cached in \( BS_{14} \) and hence \( U_{14} \) is connected to \( BS_{14} \). On the other hand, \( U_{15} \)'s and \( U_{16} \)'s demands are forwarded to the main hub and finally the link between the hub and \( BS_{10} \) becomes more dense after \( U_{12} \)'s and \( U_{13} \)'s demands are added. After paths are computed, the optimizer is made ready to run by defining optimization constants, variables, constraints and objective function.

D. Running Experiments

With all other parameters kept constant, we ran 500 experiments each for a given \((n, \eta)\) combination where \( n \in \{10, 15, \ldots, 50\} \) and \( \eta \in \{2, 2.7, 3\} \) as mentioned in Section IV-A and IV-B respectively. The reason we chose the mentioned values for the path loss exponent is to compare free space loss \( \eta = 2 \) with urban area losses \( \eta = 2.7 \) and \( \eta = 3 \) [19]. We observed how the number of BSs, path loss exponent as well as link density, which is defined as the number of existing links in a graph divided by the number of links in a complete graph, affected the average total throughput and the time optimizer had to spend to solve a problem. The machine

E. Results

As the path loss exponent becomes larger the received signal becomes smaller and at the same time, link capacity also becomes smaller according to the Shannon’s capacity equation in (2). It is expected that as the average link capacities shrink, total average throughput of the network also becomes smaller as can be seen in Figure 2. The smallest path loss exponent, \( \eta = 2 \) results in an obvious difference in average total throughput compared to \( \eta = 2.7 \) and \( \eta = 3 \). This is because of the exponential decrease in capacity occurring due to increase in the path loss exponent.

On the other hand, time to solve the optimization problem is not affected much by the value of the path loss exponent. As the topology becomes larger, time spent on solving the optimization problem grows and this phenomenon can be observed in Figure 3 as well. While the results for \( \eta = 2 \)
follows a relatively stable curve, we can observe that the results of $\eta = 2.7$ and $\eta = 3$ make a peak at $n = 45$ and then drop again at $n = 50$. The reason of this peak may be that due to the higher path loss exponents, two BSs become less likely to be connected with each other and thus less number of radio links are created, where they also have relatively lower capacities compared to the ones created with $\eta = 2$. It is possible that after a certain topology complexity, the optimization time increases due to the more number of potential bottleneck links created by those low capacity links. Having more than one bottleneck link candidates makes the problem harder to solve as the optimizer has to check more cases.

When we inspect the effect of link density on the throughput and the time to solve, we can clearly see that the highest path loss exponent $\eta = 3$ causes significant amount of outlier values. The general order of curves are same in both Figure 2 and Figure 4 as well as Figure 3 and 5, however while the average throughput and average time to solve the problem increases almost linearly with respect to the number of BS, they both increase exponentially with respect to the link density, since link density is rather a ratio than a direct link count. In Figure 4 after a link density of 0.92, both the throughput and time values becomes unstable for $\eta = 3$. Again, this is due to the fact that having more low capacity links which create potentially more bottleneck links.

Finally, in order to make sure that our experiments have indeed resulted in a fair bandwidth allocation, we computed Jain’s index as it is a quantitative fairness measure having a value between 0 and 1, where a value closer to 1 means a fairer allocation [4]. By observing Figure 6 and Figure 7, we conclude that our allocation has achieved Jain’s values no less than 0.5 in any of the cases with a small confidence interval, which can be interpreted as that our bandwidth allocation is actually fair.

V. DISCUSSIONS & FUTURE WORK

Even though it represents realistic results and puts a solid mathematical optimization model for MMF resource allocation, our model is relatively simple and inspects only a small number of parameters’ effects. Considering that there are many parameters like transmit power, antenna gains, temperature, effects of these different parameters can result in various scenarios worth paying attention to. Running experiments with different parameters should be the first thing to do as a future work. Simulations including rain attenuation, like in [16] or other weather conditions should also be carried out.

In order to get more realistic results, instead of distributing BSs on a square shaped area in a uniform random manner, more research can be done on how BSs are actually deployed in an urban area. Tree or mesh topologies can be used to inspect how the topology affects throughput and fairness.

Effects of using caches should also be inspected in more detail. Throughput obtained with and without using caching BSs can be compared with each other and hence we can see how caching influences throughput. Instead of assigning random caches and demands, some heuristics can be developed and caching and demanding can be done accordingly.

Considering the communication overhaul within a radio cluster in a real world scenario, a centralized algorithm may be burdensome. Besides, users will be mobile in a real world scenario and even a dynamic topology where new links may emerge or existing ones may disappear, will be possible. These
facts make it even harder to develop a static and centralized algorithm. As a result, a distributed algorithm modeling user mobility and dynamic topology as well as approximating MMF allocation can be developed to get more realistic results and its results can then be compared with the centralized MMF allocation algorithm to see how much the distributed algorithm approximated the centralized algorithm.

It is also important to show that the algorithm truly allocated bandwidth fairly. While fairness in wireless networks is usually a qualitative measure solvable as a mathematical optimization problem, in order to show that the distribution is actually fair, we often need quantitative fairness measures. In this work, we used Jain’s Index as a quantitative fairness measure, however other quantitative fairness measures like Entropy [4] should also be computed to get more insight on the fairness level of the bandwidth distribution.

VI. CONCLUSION

In this work we solved single path MMF bandwidth allocation problem where the topology is a mmWave 5G radio cluster and the flow in the network is created by users who want to watch high quality on-demand video streams. We first developed an improved version of an existing MMF MILP formulation and verified its the correctness. Then, we presented it in an easy to understand and easy to implement way. Finally, we implemented it on a 60 GHz radio cluster simulation where real world parameters like different path loss exponents, oxygen attenuation etc. were also taken into account. Our simulations showed that our model indeed distributes bandwidth in an MMF way and our model shows strong parallelism with real world scenarios. As future work, while we will develop a distributed algorithm which will try to allocate the bandwidth in an MMF fashion and observe how close we can get to the centralized algorithm, we will also enhance our simulation with more real world parameters. In addition, mobility of users and dynamic topology models are to be inspected.
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Fig. 7. Jain’s Index vs number of users