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Abstract.Effective expression analysis hugely depends uperatcurate repre-
sentation of facial features. Proper identificationd tracking of different facial
muscles irrespective of pose, face shape, illundnatnd image resolution is
very much essential for serving the purpose. Howesxtraction and analysis
of facial and appearance based features fails imiitoper face alignment and
occlusions. Few existing works on these problemmimaetermine the facial
regions which contribute towards discriminationexfpressions based on the
training data. However, in these approaches, tlséipos and sizes of the facial
patches vary according to the training data whitterently makes it difficult to
conceive a generic system to serve the purposs.pEger proposes a novel fa-
cial landmark detection technique as well as @stlpatch based facial expres-
sion recognition framework based on ACNN with sigmifit performance at
different image resolutions.
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1 I ntroduction

Facial expression classifiers are successful onyzingl constrained frontal faces.
There have been less reports on their performangeadially occluded faces [3]. In
this paper,emotion recognition is performed witltigly occluded faces by identify-
ing the blocked region in the image and get infdfomafrom unblocked region or
informative region. Facial expressions inherentiyenad to other parts of the face
producing visible patches. If the facial parts hidden or blocked by hands or spec-
tacles or any other means, symmetric parts ofdabe ér the regions that contribute to
the expression shall be involved for facial emotieaognition. Inspired by the intui-
tion, Attention based Convolutional Neural Netwo(RENNSs) automatically handles
the occluded regions by paying attention to infdiveafacial regions. Every Gate
Unit of ACNN associates an importance based welfigttior via thorough adaptive
learning.

In this work, two versions of ACNN: patch-based WC (pACNN) and
global- local-based ACNN (gACNN) are deployed. pACRas a Patch-Gated Unit
(PG-Unit) which is used to learn, weigh the patdbtal representation by its unob-
structedness that is computed from the patch i(g8GNN integrates local and global



representations concurrently. A Global-Gated UGiG(Unit) is adopted in gACNN
to learn and weigh the global representation.

2 Related Work

2.1 Facial Occlusion M ethod

VGG Net has the image represented as feature M&p¥$N decomposes the feature
maps into multiple sub feature maps to obtain Ipeathes. The feature maps are also
sent to gg-unit to identify occlusion. The pg-uaitd gg-unit are concatenated and
softmax loss is used to predict the final output.

Patch based ACNN (pACNN) is decomposed into twoesds: (i) region de-
composition (ii) occlusion perception. In regioncdmposition 69 facial landmarks
and selecting 24 points [5] which covers all infatian. In occlusion perception it
deals with pg-unit. In each patch-specific PG-Uhi¢, cropped local feature maps are
fed to two convolution layers without decreasing #patial resolution, so as to pre-
serve more information when learning region spegifitterns. Then, the last set of
feature maps are processed in two steps: vect@eshacal features and attention net
that estimates the importance based scalar weightssigmoid activation of Atten-
tion net forces the output as [0,1], where 1 indisahe most salient unobstructed
patch and 0 indicates the completely blocked patch

Global-local based ACNN (gACNN) is divide into tveehemes: (i) integration
with full face region (ii) global-gated unit. Integration with full face region the
gACNN takes the whole face region on the one h#mal global-local attention me-
thod is used to know the local details and gloloaitext cues. The global representa-
tion is then weighed by the computed weight. The AlSNely on the detected land-
marks. It cannot be neglected that facial landmavitissuffer misalignment in the
presence of severe occlusions. The existing ACNEsat sensitive to the landmark
misalignment.

2.2  Detecting the Shape of Faces

Regression and Deep regression are proposed litataure for face detection pur-
poses [7]. Deep regression network aims at charzictg the nonlinear mapping
from appearance to shape. For a deep network withIrhidden layers, de-corrupt
auto-encoders are used for recovering the occldaess. Auto-encoder will tackle
partial occlusion and de-corrupt auto-encoder wagitlude the parts by partitioning
the face image x into j components. Therefore r gdegtitioning the image there will
be 68 facial points which has 7 components. Thepoomants cover all the informa-
tion regions. Considering that the face appearamacies under different poses and
expressions, it is nontrivial to design one de-gptrauto-encoder network to recon-
struct the details of the whole face.

The third approach, cascade deep regression witlotapts auto-encoder, conca-
tenates both deep regression and de-corrupts aatmer to get the local patches. By
learning de-corrupt auto-encoder networks and degpession networks under a
cascade structure, they can benefit from each dfirethe one hand, with more accu-
rate face shape, the appearance variations wittth eomponent becomes more con-



sistent, leading to more compact de-corrupt autmeer networks for better de-
corrupted face images. On the other hand, the degmession networks that are ro-
bust to occlusions can be attained by leveragitigibde-corrupted faces

2.3 Localization of ROI

The eyes and nose localization is detected by ldaacade algorithm. The Haar
classifier returns the vertices of the rectangulea @f detected eyes. The eye centers
are computed as the mean of these coordinateslaBimnose position was also de-
tected using Haar cascades. In case the eyes erwms not detected using Haar
classifiers [2], the system relies on the landmaxkrdinates detected by anthropome-
tric statistics of face. In summary, Deep Regressimd De-corrupt Auto-encoders
does not recover other type of deep architecturghf® genuine appearance for oc-
cluded parts. In traditional CNN based approachgistered facial images were han-
dled and partial occlusion is not addressed.

3 Proposed Work: ACNN for Partial Facial Occlusion
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Figure 1. Working Model for ACNN based Partial Facial OcctrsDriven Emotion Detection

In this work, to address the occlusion issue, AC&ideavors to focus on different
regions of the facial image and weighs each regmoording to its obstructed-ness as
well as its contribution to facial emotions. The IiEakes facial image as the input.
The image is fed into a convolutional net as featmaps. Then, ACNN decomposes
the feature maps of the whole face to multiple fature maps to obtain diverse
local patches. Each local patch is encoded as ghegivector by a Patch-Gated Unit
(PG-Unit). A PG-Unit computes the weight of eaclchaby an Attention Net, consi-
dering its obstructedness. The feature maps ofwthele face are encoded as a
weighed vector by a Global Gated Unit (GG-Unit)eMeighed global facial features
with local representations are concatenated anak s a representation of occluded
face. Two fully connected layers are followed tassify the facial emotions. ACNNs
are optimized by minimizing the softmax loss (rdfgure 1).



3.1  Convolution and Max-Pooling L ayer

The work presented here is inspired by the teclesiqurovided by the GooglLeNet
and AlexNet architectures. Our network consistswaf traditional CNN modules (a

traditional CNN layer consists of a convolutiondayand a max pooling layer). Both
of these modules use rectified linear units (ReLWjcv have an activation func-
tion.Using the ReLU activation function[1] allows to avoid the vanishing gradient
problem caused by some other activation functidgtidlowing these modules, we
apply the techniques of the network in network aedture and add two “Inception”

style modules, which are made up of a 1x1, 3x3 5%l convolution layers (Using

ReLU) in parallel. These layers are then concagehas output and we use two fully
connected layers as the classifying layers.

In yet another approach, bidirectional warping aftide Appearance Model
(AAM) and a Supervised Descent Method (SDM) calletlaFace to extract facial
landmarks is proposed, however further work cowadsider improving the landmark
recognition in order to extract more accurate fatasaFace uses SIFT features for
feature mapping and trains a descent method hiyearliregression on training set in
order to extract 49 points. These points are useddister faces to an average face in
an affine transformation. Finally, a fixed rectangieund the average face is consi-
dered as the face region.Once the faces have bgitered, the images are resized to
48x48 pixels for analysis. Even though many database composed of images with
a much higher resolution testing suggested thatedsing this resolution does not
greatly impact the accuracy, however vastly inaeabe speed of the network. To
augment the data, we shall extract 5 crops of 40rdfd the four corners and the
center of the image and utilize both of them ararthorizontal flips for a total of 10
additional images.

3.2 Analysing Facial | mage Patches

Facial expression is distinguished in specificfac&jions, because the expressions
are facial activities invoked by sets of muscle iofg. Localizing and encoding the
expression related parts is of benefit to recogfaicial expression. To find the typical
facial parts that related to expression, we firdraet the patches according to the
positions of each subject’s facial landmarks. Wet filetect 68 facial landmark points
and then, based on the detected 68 points, saleetapmpute 24 points that cover
the informative region of the face, including theoteyes, nose, mouth, cheek, and
dimple. The selected patches are defined as thenetaking each of the 24 points as
the center. It is noteworthy that face alignmenthod in is robust to occlusions,
which is important for precise region decomposifidre patch decomposition opera-
tion is conducted on the feature map from convotutiayers rather than from the
original image. This is because sharing some caioslal operations can decrease
the model size and enlarge the receptive fieldub$exuent neurons. Based on the
512x28x28 feature maps as well as the 24 locabregénters and get a total of 24
local regions, each with a size of 512x6x6.

In PG-CNN [4], the idea was to embed the PG-Umfe(r Figure 1) to automati-
cally percept the blocked facial patch and payndéittes mainly to the unblocked and
informative patches. In each patch-specific PG-Uhi, cropped local feature maps
are fed to two convolution layers without decregsine spatial resolution, so as to



preserve more information when learning region #jgepatterns. Then, the last
512x6x6 feature maps are processed in two brandtesfirst branch encodes the
input feature maps as the vector-shaped local feafthe second branch consist an
attention net that estimates a scalar weight totetihe importance of the local patch.
The local feature is then weighted by the computedyht.In PG-Unit, each patch is
weighted differently according to its occlusion ddions or importance. Through the
end-to-end training of overall PG-CNN, PG-Units cantomatically learn low
weights for occluded parts and high weights forlacked and discriminative parts.

4 Experimental Results & Discussion

4.1 Dataset

In this work, Facial Expression Dataset with ReatlOsion (FER-RO) is used. The
occlusions involved are mostly real-life originatiwith natural occlusions limited to
arising from sunglasses, medical mask, hands oi(tedéer Table 1).

TABLE I. TOTAL NUMBER OFIMAGES FOREACH CATEGORYIN FER-RO

Dataset | neutral | anger | disgust | fear | happy | sad surprise
Total 50 53 51 58 59 66 63
Training 22 17 18 27 25 33 22
Testing 28 36 33 31 34 33 41
4.2 Results

4.2.1 Convolutional featur e extraction

The input to convolutional layer is of fixed siz22x 224 RGB image. The image is
passed through a stack of convolutional layers revttee filters were used with a very
small receptive field: 3x3 (which is the smallggego capture the notion of left/right,
up/down, center). In one of the configurationgl#o utilizes 1x1 convolution filters,

which can be seen as a linear transformation ofrpiet channels (followed by non-
linearity). The convolution stride is fixed to 1xpl; the spatial padding of conv. layer
input is such that the spatial resolution is presgrafter convolution, i.e. the padding
is 1-pixel for 3x3 conv. layers. Spatial poolingdarried out by five max-pooling

layers, which follow some of the convolutional legienot all the conv. layers are
followed by max-pooling, which is performed ove22 pixel window, with stride 2.

4.2.2 Patch-based ACNN

After identifying the 68 facial landmark points welect or recompute 24 points that
cover the informative regions of the face, inclyditme eyes, nose, mouth, cheeks.
Then we extract the patches according to the pasitof each subject’s facial land-

marks. The selection of facial patches followsghecedure below:



« Pick 16 points from the original 68 facial landmstk cover each subject’se-
brows, ews, nose, and mouth. The selected points are iddexd49, 22, 23, 2
39, 37, 44, 46, 28, 30, 49, 51, 53, 55, 59

« Add one informative point for each eye and eyebré¥e pick four point pair
around the eyes and eyebrows, then compute midpbédcl point pair as de-
gation. It is because we conduct patch extractiortanvolutional feature may
rather than on the input image, adjacent faciahfgsodn facial images will @-

Figure 2. Facial LandMark Detectic for images Figure 3. Patch Identifi_gation by Region Dem-
from FFE [6 position

Based on the 512x28x28 feature maps as well a@4Hecal region centers (ref
figure 2), we get a total of 24 local regions, eadth a size of 512x6x6. Followin
this, we embed thPatcl-Gated Unit in the pACNN (refer figure 3)nder the atin-
tion mechanism in the proposed C-Unit, each cropped patch is weighed differel
according to its occlusion conditions or importa

4.2.3 Global local-based ACNN

gACNN takes global face region into considerati@Ghoba-Local Attentionmethod
helpsto infer local details and global context cues frimage concurrently. On tt
other hand, gACNN can be viewed as a type of enkeitehrning, which seeks
promote diersity among the learned features. We further enthedGC-Unit in
gACNN to automatically weigh the global facial repentatior

4.2.4 Classification




Figure 4. Emotion Classification for Figure 5. Confusion Matrix
facial image with partial occlusion

The output from the convolutional layers represdngh-level features in the data.
While that output could be flattened and connetdetthe output layer, adding a fully-
connected layer is a deep learning framework. Aféature extraction we need to
classify the data into various classes, this caddy using a fully connected neural
network. The weight of patch-based ACNN and gldbahl-based ACNN is inte-
grated to find the emotion on the given face.Thet&ns can be classified into seven
categories such as: happy, sad, disgust, fearraheahger and surprise. pACNN is
capable of discovering local discriminative patches is much less sensitive to oc-
clusions. Among all the different network strucgjrpACNN and gACNN are capa-
ble of perceiving occlusions and shifting attentibom the occluded patches.The
proposed approach arrives at a precision of 0.82pértially occluded faces (refer
figure 4 & figure 5).

4.2.5 Discussion

Sparse representation classifiers were previoyghjied for partial facial occlusions
[8][9]]- However, Li et al [5] attempts to apply AON for non-occluded and occluded
face images. These occluded images attempted k®t bl [5] are full occlusions.
Wang et al [10] have explored region based attertimdels for robust expression
recognition, however , in this work [10] patchesrevaot involved. Yet another work
on the lines of using attention models are disaigs&Vang et al [11]. Here, ACNNs
are applied over unconstrained facial expressiarswhich were shot in the wild.
Neither of the above approaches are applied owsiaptacial occlusions. Retail con-
sumer segment has great potential to leverage fatial expression recognition.
Since partial facial occlusion is very natural aednmon in retail, the proposed work
records the usage of ACNN for partial facial ocidas captured with better clarity,
which is reportedly first work in this directiom laddition, the proposed work uses
less images for training for two reasons: 1. TheNAOmodel used with patch based
approaches has the capability of learning fromtlegmuts 2. The images fed to train-
ing were peak images for respective expressionshnisi enough to govern the han-
dling of partially occluded faces.

5 Conclusion

This paper proposes CNN with attention mechanisi@NN) for facial expression
recognition in the presence of occlusions. The psed work shall be applied suc-
cessfully for customer interest detection [12], lamnbehavior analysis [13]. In order
to make it more real-time, handling video faciatades essential. For real-time facial
emotion recognition with occlusion, the losses hewbe very minimal [14].Further,
to maintain a balance [15] between rich and pooiafdeature classes, feature aug-
mentation and feature normalization have to beesiud.
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