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Abstract. Last decade recognizes a high job demand, mordadiged train-
ings with very oriented jobs offers. This situatimakes hiring and recruit-
ments officers in the difficulty to select and fiedsily the appropriate candi-
date as well for candidates to choose the bestipgacand trainings to find lat-
er a respectable position. This work aims to hdlpators in the job sector by
modeling the Product Lifecycle Management (PLM) petencies and analyz-
ing the demands especially in industry 4.0. First, enterprises needs, in terms
of skills, are identified through various job offedistributed on online media.
Job offers are structured according to profile,lgeation and required compe-
tencies, etc. Then, the analysis is based on irgtom retrieval and text mining
through a statistical measure used to evaluateimportant a competence to

a job offer in a given collection. This contributiapplies the Term Frequency
Inverse Document Frequency (TF-IDF) to determinevgkills in a corpus of
job offers is the most requested in PLM jobs. Tduatribution addresses more
than 1300 job offers, written in French, and posteBirance during the period
of (2015-2016). The offers cover more than 388 Kdspfrom which 20 types
of PLM job titles and 106 terms are related to jitle competencies. The ob-
tained results allow us to identify the most redgee$obs, skills and classifying
jobs and competencies for a better guidance of Ribivactors.
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1 Introduction

The industry sector, which is part of a globalizdnomy with high competitiveness
requirements, is currently undergoing deep strattohanges in its business model
that is related principally to scientific, economaemographic and societal factors.
This change will, in the short or medium term regsiinew skills able to understand
and to face the jobs searching and hiring challenge

The roadmap for manufacturing 2.0 places humaheaténter of the organization
[1]. Thereby, the development of the necessaryadmmsources concerns the whole
process of small and large industrial enterprises.that, an enterprise should carry
out a complete diagnosis of its business linestaadkills held by its employees [2],
as well as tools (GPEC, eRH, etc.) already depldapethe context of human re-
sources management (job repositories, job desmniptiinterview schedules, etc.).
Depending on its medium and long-term strategy taedcontext (economic, social,



technological, regulatory, etc.), the enterprisejguts future jobs and skills in order
to measure the gaps with the existing one [1}th# stage, the external support (spe-
cialized consultant) is often recommended to haadlart of this stage’s tasks.

With the arrival of Industry 4.0, manufacturing pesses will evolve and generate
an increased technical and organizational compld8it, which will involve signifi-
cant challenges for manufacturing companies (SMHEsis issue will go beyond the
financial investment needed to acquire new tectgietoto reach the human aspects.
Effectively, one of major aspects facing the compinthe skilled workforce at all
levels, that are able to face the growing compyexditindustry 4.0 [4].

According to “Global Industry Analysts” predictiothe global market for PLM
will reach 65.8 billion $ by 2022. Further, PLM sgére market will grow to 20.41
billion $ during 2019, with 7.4% of annual Growthate [5]. However, it is an-
nounced that more than 25,000 PLM specialists assing in Europe [6]. PLM adop-
tion includes very extensive changes in organimafipractices and requires new
types of persons’ skills and capabilities [7].estigations show that size of enterprise
and human capital of the workforce, have an impacPLM adoption [8]. As a con-
sequence, it is mandatory to analyse PLM job oféerd PLM competencies needed
for industry.

The job offers analysis means analysing the cortktite job offers and the com-
petencies sought behind. For example the systemopeal in [9] that is based on
competence model permit to recommend potentialidates for an offer emitted by
a recruiter. It relies on extracting the job titikills and experience required for the
posted position. Further, work in [10] focusesjob offer recommendation process
based on user and job offer modeling.

PLM competencies mean developing a model baseddes@iption of the compe-
tence concept. Erol et al. [4] developed a probtempetency framework based on
three-dimensional: management, production processtgpe of competency. The
competencies addressed in this model are perssoeail, action and domain. R.
Wittorsky [11] located a competence at the intetiea of 3 fields: socialization and
biography of the individual and the professiongd@rxence and training.

This paper is composed of four main sections. Alf¢roducing PLM problems
and sketching our contribution, we provide an asialpf PLM competencies, a job
offer structure and competencies extraction methidden, Section 3 presents job
offers analysis based on the developed model. IFinaé conclude the paper and hint
the future directions.

2 PLM Competencies analysis

PLM adoption implies more collaboration betweenglean the same department,
between the different departments of a company tstdleen companies and their
partners (supplier for example). PLM competenc@wineers, consultants etc.) will
have a key role to play in Industry 4.0 evolutidhe French employment association
for executives (APEC) carried out a study accorddy/ job offers where it shows
an increasing of PLM skills by 36% in only one y¢&a2]. The work analysis 'PLM



jobs' and its related competencies are groupear@etmajor steps as shown in Fig. 1.
Herein, we develop each of steps: job offers pragpar, competencies extraction, and
competencies evaluation.
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Job offers Job offers preparation Competencies Compefé'hcies
extraction extraction evaluation

» Competence model » Dictionary creation

» Job offer structuration » Clustering

» Classification

Fig. 1. Proposed approach

Initially, the jobs offers are presented in a tekxtiorm describing, the title, the jobs
description, etc. To enhance the processing ofdnsidered offer, we parse first step,
the textual document, to extract a set of keywdotlewing three stepslf3]:

» Tokenisation: words are separated, by splitting tihe at each whitespace and
removing the special characters (punctuations,rasce). In this step we defined
unique word for same words written in different wag.g. 3DExperience, 3D-
Experience and 3D Experience become 3DExperience.

» Words filtering: words that don’t convey any infaation are removed, such as the
determinants, or if it belongs to a list set befiared [L4]. This step allows us to
only keep the needed words (tokens issued fronnte&on phase) and then gen-
erate the dictionary.

» Words processing: reduce the word's list by exeigdiwords having the
same/close meaning (e.g. competence / competelptigs)

21  Proposed model

To model the PLM competencies and their system gemant, we align within the
existing modeling standards, especially UML. Thepgmsed model is developed ac-
cording to two main parts the competencies andjtdrs. Competencies modeling is
addressed according to internal aspects such @o-kow, to-know and to-know-
whom) presented in [16]. Job offers modeling ispmsed according to online job
postings analysis.

Fig. 2 shows the class diagram describing the competeammgob offers model. We
explain each class related to the competenciesllasvé.

» “Knowledge” represents everything that is learngdab initial or specific training
which addresses: theoretical knowledge, knowledigeiathe existing on the envi-
ronment in which a skill is fulfilled the procedlifmowledge (procedures and op-
erating methods related to the activity).



Knowledge
Year_number
Field
Language
Theorical_Knowledge

y By

Know_how Know_How_to_be
CAD_tools Competency ingtour

! : no
A dEs ———— Competency_Field KoO—— o my )
PDM_tools 1.2 1.* | Communication
Programming Teamwork

0SSesses

Job_Offer
Title Person
Geolocalisation Name
Date_Start Target, | First_Name
Salal
Act'rv?t’y Area 1. - I
= Sex
Jod_Description
Job_Code Have
= Follows
4 Module
— Training Trade
atus Year_number »
Profile Profile 1 :»/:l:::ops
Studies_level Institution - Courses

Fig. 2. Competencies Class Diagram Model

» “Know_how” is related to experience and operatiaragabilities and that means |
know how to do it, | know how to do it and | caa¢l someone else to do it.

» “Know-How_to_be” represents an individual charastir that allow adopting a
particular behavior in a given situation. They camebrelational skills (associated
with cooperative behaviors), cognitive skills (ifgetual operations of problem
solving) and behaviors (personal qualities).

Each job offer targets one or more person with ijpecompetences. Each person
follows training, composed of one or more modube®] has a status describing his
profile and study level (Fig. 2).

2.2  Job offer structuration

Job offer is a description of a vacant positioraijob offer described in a textual
document. This document is presented as a texpastéd on recruitment websites
(APEC, Indeed, Monster, etc.) in order to attréet appropriate candidate. The job
offer is separated into several textual fields stitdd, company description, location,
contract, study, experience, sector, and job cayedthe job adverts is described
according two types of fields, unstructured whistpurely textual and written in nat-
ural language, or structured with numbers such réempee.



Table 1. Data structuration.

Title Structured Unstructured
... Position and missions: Enovia / CATIA
V6 Functional Consultant: To participate in

PLM Enterprise field; year; workshops and functional document speci-
Functional Position; Job Code; fications for digital models. Profile: 2 years
Consultant Salary; Place of experience minimum, Bilingual English

required (French oral / written) to begin for
mid-March, early April ...

In the structured data we have the enterprise,figdr of job offer apparition, the
position of the candidate, the occupation and dbegcation. The non-structured data
contains the textual job offer description. Primadiy the structured data will be used
for the job offers analysis (non-structured).

2.3  Competencies extraction

A job offer is seen as a multiset of terms callB&d of words”, which is a set in
which the same element can occur several times.

T ={T},Ty, ..., Ty} (1)

A collection of ‘h” documents andti’ distinct terms can be represented as a matrix,
which represents the document database.

T, - Tp
w=|0 Wi W )
Dn Wni = Wpm

Most of the methods of transforming text into Bdg\ords can be divided into three
main approaches. The first is a purely statistiggiroach based on the occurrence of
terms like Term Frequency (TF) and Term Frequemwgise Document Frequency
(TF-IDF) [17]. The second is a semantic based @gogr, which includes both Latent
Semantic Analysis (LSA) and Latent Dirichlet Alldican (LDA) [18] methods. The
third one is an alternative approach between kaitlihe methods of the N-gram fam-

ily) [19].

The N-gram family is more adapted to word sequeraysis and LSA requires the
order of words appearance and used for the semaspiect of the sentence such syn-
onyms detection. The TF-IDF is the most used metiexhuse it helps to weight the
importance of a term within a document and its ingnace in a corpus, but requires
the use of “bag of words”. It also, allows avoidihg word filtering step.

In this work, TF-IDF is used for determining thdatese frequency of competen-
cies in job offers compared to the inverse propartf that word over the entire doc-



ument corpus. The calculation determines how releaajiven term is in a particular
document. Terms that are common in a single orallsgroup of documents tend to
have highew; ; weight than common words such as articles andogigpns [L7].

n

, ij N
Wi,j = tfl',jl' X ldfl = m X log(d_f,,) (3)
Where (according to each job):

tf;; = frequency of apparition of(term) inj (document)
n;; = the number of occurrencesidterm) inj (document)
|ld; || = the length of the document

df; = number of job offers containiriderm

N = number of corpus (documents)

For our case study, we replace the length of tleeident||d; || by the length of the
total competencies identified attlis replaced by number job offers with same title.
Thus, thetf leads to a weighting proportional to the numbeo@furrences of a com-
petence according to the set of competencies.

3  Job offersanalysis

Based on (1300) job offers collected from APEC basz for the period between
(2015-2016), we extract the PLM job types from ffétles and then classified into
20 job categoriedHg. 3).

250 120%

100%

60%
0%
L 20%

0%

Fig. 3. Types of PLM job offer.



The pareto diagrant{g. 3) shows the frequently required jobs. We can sat8h
PLM jobs account for 80% of required job: PLM dexymdr, PLM project manager,
PLM consultant, design and R&D engineer, industéion engineer, PLM function-
al consultant, and PLM solution architect.

The radar diagrams ifFig. 4) give an overview of the frequently required compe
tencies according to the PLM consultant job:

(a) Shows knowledge where computer science educatiompetence is the most
required then we find the level of engineer withmaguirement on the field of
specialty. English seems important for this kinglods.

(b) Shows know how, where SAP is the most needed camnpet This diagram is
usefull if we need to classify PLM tools or PLM seére owners. With
CATIA, Dassault Systems Company is just after Teamter then Windchill
of PTC. For PLM consultant the computer sciencellésy characterized by
JSP, SQL, C++ and java competencies.

(c) Shows the how know to be, where relational andragse for PLM consultant
job and for the eight PLM jobs identified ifif. 3). Listening, communica-
tion and responsible are also required for thisl kihjob.

Computer science SAP
140 Enovia V6 120 PDM
Programming }(2)8 ‘ Engineer CAD 100 Teamcenter
80
80
60 HTML 60 CATIA
40 40
ICT 0 English
20 ) Windows 2 CATIAVS
Java PDMLink
universitaire Mecanical
C++ Windchill
High degree .
(a) i tg Experimented (b) VPM ISP
EAUCALION DELMIA saL
Relational
Project 80 .
management Rigorous
60
Organised 40 Listening
20
Autonomous Communication
Team work Responsible
: Source of
Curious
(c) proposal

Professional

Fig. 4. Frequently required competencies for PLM constifan (a) knowledge, (b) know
how, and (c) know how to be.



The same analysis is conducted for each PLM jolerevive analysed the competence
required frequencyF{g. 5) shows the pareto diagram of PLM developer job oA
the most requested competencies (80%) we find anogning competencies (Java,
C++, PHP), Database (SQL, Server), product dataagement (PDM and PDM-
Link), PLM software (SAP, windchill and team centand CAD (CATIA).
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Fig. 5. Required competencies for developer job

During our analysis, the ERP often appeared ingfiérs. As showed in (Fig. 5)
the ERP frequency appears before PLM tools. Thisbm explained by the lack of
maturity of the PLM, which pushes the recruitersbamgin by introducing the ERP
which seems an alternative for PLM. This can be aken as a need to train people to
PLM solutions.

The TF-IDF deployment gives a great vision of cotapeies needed. However
this method is based on an existing dictionaryxidteng competencies. If we want to
identify new competencies (don't existing in thetitinary) in automatic way, we will
have to go to other methods such as N-gram family.

4 Conclusion

To help job actors in Industry 4.0, we developedldM modeling and analysis
framework. The latter model describes enterprisgssda where job offers are struc-
tured according to profile, geolocation and reqlicempetencies, etc. Further, the
analysis of the model relies to the informatiorriestal and text mining to evaluate
how important a competence to a job offer in a gigellection. The framework en-
hances TF-IDF to determine what skills in a corplupb offers. The effectiveness of
the framework has been shown on more than 130Mff#s. The obtained results



allowed us to identify the most requested jobd|sskind classifying jobs and compe-
tencies for a better guidance of PLM job actors.

We would like to extend our work in different ditems. First, we will include the
level of experience needed in order to guide tiwvell®ef deepening of knowledge
during training. Methods such N-gram family will b&plored. Then, we will evalu-
ate distances between different types of PLM jatress skill types. Further, experi-
ment the framework with different sectors and datas
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