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Abstract. From Fukushima Daiichi nuclear disaster to the recent India 

blackout, industrial incidents are inevitable and once occurred, their impact on 

the society and economy can be catastrophic. In an end user perspective, 

reducing such impact relies on not only efficient service recovery but also 

effective public communications. To achieve the latter, it requires instant 

resource sharing in a collaborative network where effective data sharing, 

integration and management are critical. However, this is not an easy-to-

achieve task in a complex system which involves a number of stakeholders. In 

this paper, we describe a consolidated DaaS model based on our previous work, 

which can be used to support effective communications in emerging situations 

and sudden events driven by incidents. We also provide an implementation 

based on a case study focusing on power incident management in the UK’s 

national electrical system to demonstrate the usefulness of the model. 

Keywords: Cloud computing, Situational applications, Mashup, Data as a 

Service (DaaS), Power grid, Incident management. 

1   Introduction 

Large industrial systems such as power grid or communication networks are 

becoming more and more complex so that industrial incidents are inevitable. An 

incident can make strong adverse impact on the society and economy when it is 

related to our everyday life [1]. More importantly, the economic cost is often 

tremendous and leads to catastrophic consequences [2] [3]. For example, apart from 

3.5 percent of GDP equivalent direct losses through damages [4], the accident at 

Fukushima has resulted in radical community reaction due to the lack of effective 

communications from main stakeholders [5]. Therefore, reducing such impact relies 

on not only efficient service restoration but also effective public communications 

[26]. The latter requires ICT enabled instant resource access, sharing and 

collaboration in the collaborative network where effective data sharing, integration 

and management of complex systems are critical [27]. 
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Following our previous study [24], this paper presents a consolidated DaaS model 

that can be used to realize effective incident management. The main contribution of 

this model is that it supports timely collaborations across all organizations in response 

of emerging situations and sudden events in an on-demand and cost-effective manner. 

The paper is organized as follows. First, Section 2 describes the principles and 

rationale of the model. Section 3 provides an overview of the consolidated model. 

Section 4 conducts a case study focusing on the UK’s national electric system and 

Section 5 presents the corresponding implementation considerations. Last, the 

conclusion is drawn in Section 6. 

2   Principles 

The principles and rationale behind of the three-tier DaaS model are web principles, 

service-oriented principles and autonomic computing principles. 

2.1   Web Principles 

A web-based system often emphasizes on open modularized architectures and rapidly 

changing technologies which make it flexible and easy to extend [6]. This also applies 

to Data-as-a-Service, a service model of cloud computing which allows data in 

various formats and from multiple sources to be provided through services on demand 

[10]. The goal of this model is to support effective communications from stakeholders 

to end users in a complex system so a prerequisite is that every partnering 

organization should be able to contribute effortlessly to the system despite their roles. 

In other words, the usage of the DaaS model must be simple, slick and unrestricted. 

The model should support the collaborative process from several computing power 

to run a single task transparently and coherently. It also allows the transparent 

distribution of components over the network so that executing processes running in 

the middleware can be scaled across numerous physical servers that span across 

organizations in a cloud environment. Moreover, the integration of heterogeneous 

proprietary and legacy solutions should be supported through common interfaces. 

Additionally, interoperability on the web is usually platform- and vendor-independent 

which allows all providers and requesters of information to participate on a level 

playing field. 

2.2   Service-Oriented Principles 

Service-orientation provides a broad design paradigm that enables the separation of 

concerns by allowing using services as the basic building blocks of functionality [28]. 

It also provides a way to think about the design of a solution in terms of services, 

service-based development and the outcomes of the services. The DaaS model aims at 

providing enhanced efficiency, agility, flexibility and productivity by positioning 

services as the primary atomic functional elements [7]. These services are classified 
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based on the functionality provided within the model, which can be distinguished 

between application, data, and middleware services. 

• Application services, which are the top layer in the service oriented 

architecture, provide business logic. Moreover, they are the subject of 

integration and interoperation within the architecture and can provide a 

certain value for users. 

• Data services provide on demand access to the user. 

• Middleware services, such as services providing discovery and 

interoperation support, are used to facilitate the integration and 

interoperation of business services. 

All these services should be designed and developed, according to a holistic 

approach. 

2.3   Autonomic Computing Principles 

The concept of autonomic computing was first introduced in [8] where autonomous 

systems were characterized as self-manageable systems. This is very important for 

services. Our model is supported by composing services offered by third parties. Such 

system does not necessarily have control on the way the component services are 

actually offered. Therefore, self-management capability is important for the system. It 

allows the system to react to the situation in which the services provide incorrect 

results or are unresponsive. 

The characteristics of autonomous systems are being applied today in four 

fundamental areas of self-management to drive significant operational improvements. 

The four areas are related to different attributes of autonomous systems. The four 

capabilities are self-configuring capabilities, self-healing capabilities, self-optimizing 

capabilities and self-protecting capabilities. 

3 Three-tier DaaS Model 

Fig. 1 shows the three-tier DaaS model featuring data tier, service tier and interface 

tier. First, member organizations in a collaborative network can publish their 

enterprise data which are relevant to end customers as individual data services. These 

services can then be hosted in a service cloud in either linked or centralized form so 

that they can be discovered and accessed by all members. After that, any member can 

identify emerging situations and inform its users through the use of mashups on-

demand. 

It should note that releasing certain business data stored in different enterprise 

information systems is a common practice for large and medium organizations. This 

is because an organization often needs data from various sources to be linked intra-

organizationally to support its business functions and activities (e.g., presenting a new 

business model). This makes it possible to pull data from different sources, wrap them 

in a unified format and publish them as individual data services (e.g., Service A, B, 
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C). Moreover, third-party Web services (e.g., Service D, E) can be considered for 

improving the flexibility and usability of final applications. 

Once different services are published by organizations, it needs to consider the 

hosting architecture as it determines how these services can be discovered and 

accessed by all member organizations. In a DaaS model, it should consider two 

aspects: (1) services are only needed when necessary and (2) they must allow easy 

access when needed. For these reasons, the hosting cloud can be either in a linked 

service cloud or a centralized cloud form. 

After all services are hosted and made available to discover, mashups can be used 

to support inter-organizational data activities through common access protocols. This 

weaving process allows member organizations to make use of all relevant services in 

the cloud and create business applications on behalf of their customers (e.g., 

Situational Applications A) on-demand [9][11]. The benefit is obvious as any member 

in the network can access any services from anywhere and form its own customized 

applications at any time. 

 

Fig. 1. The three-tier DaaS model (bottom-up) where data from different information systems 

of different organizations is gathered and processed (Tier 1), published as services and hosted 

in the cloud (Tier 2), used to form different situational applications (Tier 3). Services circled 

with the dashed line indicate a specific situation. 

4   Case Study 

In this section, the UK’s national electrical system is used to demonstrate the practical 

use of the DaaS model during an incident. 
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4.1 An Overview of the UK’s National Electrical System 

UK’s national electrical system is called the National Grid, which is operated by 

National Grid plc1 as a result of the privatization of the Central Electricity Generating 

Board (CEGB) in 1990s. The three key stakeholder areas in the system are generators, 

distributors (DNOs) 2 and suppliers. Note that many large utility companies in the UK 

are vertically integrated. For example, Scottish Power3 [12] operates separate 

businesses in the areas of power generation, supply and distribution at the same time. 

The system operator, National Grid plc owns and operates the National Grid high 

voltage network in England and Wales. It also operates the transmission network in 

Scotland. There are seven distributors distributing electricity from the transmission 

grid to homes and businesses, who are prevented from supplying electricity under the 

Utilities Act 2000 [13]. There are currently 27 suppliers dealing with electricity 

supply [14], who make use of the distribution network. Since a distributor owns 

power lines, transformation centers and substations, it knows exactly how much 

electricity a household or a business site has consumed in its responsible geographical 

area but it does not know who is responsible for paying the bill. On the other hand, a 

supplier knows who is responsible for paying the bill for an address but they do not 

know how much energy they have consumed. For this reason, the two parties have to 

work together to bill a consumer correctly. For example, a consumer can submit meter 

readings to a supplier and a supplier can send inspectors to take meter readings for the 

consumer. All these information will be later submitted to a distributor for the 

accuracy check. 

4.2   Incidents and Communication Issues 

The electricity system is complex so incidents can occur at anywhere and anytime. 

Moreover, with more and more grids are interconnected, an incident in one region can 

trigger a domino effect that could result in supra-regional blackouts. A prime example 

is the recent India’s blackout, which was initially caused by overloading issues in 

certain regions but eventually affected more than half the country. 

Any incident must be coordinated at system level, which involves the system 

operator National Grid plc and all seven energy distributors due to regulations. Some 

industrial users and large business users with interruptible contracts [16] will be 

informed, too. However, domestic users and most business users will not be 

communicated promptly. Instead, these users are advised to check with their local 

distributors on their own no matter if the supplier owns other businesses or not [17] 

[18]. Nevertheless, timely updates of the progress are not possible for all users. 

Obviously, when a large power outage happens, it will trigger a chain reaction and 

                                                           
1 http://www.nationalgrid.com/ 
2 A distributor in the National Grid in the UK is also called a Distribution Network Operator 

(DNO) [15]. 
3 http://www.scottishpower.com/ 
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eventually affect the whole community due to the lack of effective communication 

mechanism inter-organizationally and publicly. 

5   Implementation Considerations 

In this section, we discuss a typical power cut scenario in a regional area in order to 

demonstrate how to use this model to create an effective communication mechanism 

between stakeholders and end-users. 

5.1   Business Requirement 

A power cut incident is actually a sudden situation during the normal power supply 

hence a stakeholder’s situational awareness relies on instant discovery and 

notification of such incidents. This requires instant data access and sharing across all 

related industrial systems and owners (stakeholders) in the network. As discussed in 

4.1, a distributor can discover the incident and rectify the problem but it does not 

know exactly who are affected and how to communicate them. On the other hand, 

suppliers have customer details and know how to contact them but they do not know 

who are affected. Therefore, the following requirements should be formed in an end 

user perspective: 

• A list of substations and servicing areas should be obtained from the 

distributor.  

• A list of affected substations should be obtained from the distributor. 

• A list of consumers’ addresses should be obtained from the suppliers. 

• Consumers must be effectively informed with the problem and the 

progress through available communication channels provided by the 

suppliers. 

• Consumer energy compensation claiming scheme should be worked out 

and made available by the distributor.  

It should also note that the needs for such an application will only be temporary 

and these needs will be satisfied automatically when the incident is resolved. That is, 

the initial development should be reasonably simple and cheap so little time must be 

spent in the development [19]. 

5.2 Workload Analysis 

When active, prompted communication is not available during a power cut incident, a 

common public reaction is that consumers tend to call their energy suppliers and use 

other emergency services like 999. The unexpected surge of phone calls often makes 

related call centers overwhelmed and generates a chain reaction to the community 

[20]. In this section, we will simulate a supplier’s call center’s workload for 

demonstrating why effective communications cannot be guaranteed during an incident 

and why our model will be useful for solving such issues. 
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Suppose that a call center takes 70,000 calls a month which indicates 250 calls per 

normal working hour [21]. Assume the incoming calls behave statistically like a 

Poisson process in a normal situation and the call center follows common industrial 

recommendations for services. For example, the SLA is 80/20 and the average call 

duration is 240 seconds (4 minutes). Using Erlang-C formula below, the number of 

agents needed is 21. 
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With 21 agents, when the incoming calls increase to 315 calls per normal working 

hour, the average waiting time will be infinite as shown in Fig. 2. Note that in the 

event of an incident like Barcelona blackout affecting a high population, the surge of 

calls will be more radical [22] so that it can easily exceed the simulated critical point 

(350 calls per hour) within minutes. Therefore, the benefit of an intuitive notification 

process using available communication means, which is automatically triggered when 

an incident was identified, is obvious.  

 

Fig. 2. The x-axis shows the number of incoming calls per hour and the y-axis shows the 

average waiting time in minutes. 
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Based on the above analysis, the distributor needs to publish two data services: a 

substation-address service and an affected substation service. The suppliers need to 

publish one data service: customer-notification service. Then a situational application 

for customer incident notification can be dynamically created by using mashups to 

integrate these services (Fig. 3.). In other words, once the affected substation service 
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location based services. For example, in Fukushima nuclear disaster, Google Map has 

been used to report live nuclear pollution spread-out. A similar approach can be 

considered in this situation, too. Additionally, with the integration of social 

networking services like Twitter and Facebook, the application can also extend the 

reach.  

 

Fig. 3. The incident management SA is created with selected data services published by 

different stakeholders in the system. Their business data are sourced from different information 

systems owned by them and wrapped with a universal XML schema for data interoperability. 

6   Conclusion 

Effective incident prediction and forecast can be time consuming, labor intensive and 

even a mission impossible due to the complexity of large industrial systems. Thus 

effective incident management is always considered as a more cost-effective solution 

to reduce the adverse impact on the community and economy when an industrial 

incident occurs. In an end-user perspective, this relies on instant situational awareness 
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which can be used to address timely customer needs. The case study and the 

simulated analysis show the usefulness of this model in a real practice. It should also 

note that there are always some typical concerns for DaaS such as data quality and 

governance [25]. In this model where services are actually released by partnering 

members in a collaborative network, such issues can be easily resolved by appointing 
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a central data managing unit to manage data services. Additionally, since user access 

control can be used for monitoring service access in this model [23], the service log 

file can also be used to track responsible stakeholders in case some customers are not 

notified effectively. 
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